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Abstract

Subject of the thesis at hand is the analysis of symmetric block ciphers with a block length of 32 bit. It is meant to give a comprising overview over the topic of 32 bit block ciphers. The topic is divided in the examination of three questions. It contains a list of state of the art block ciphers with a block length of 32 bit. The block ciphers are being described, focusing on the encryption function. An SPN-based cipher with 32 bit block length is being proposed by rescaling the AES cipher. The 32 bit block length results in certain security issues. These so called risk factors are analysed and mitigating measures are proposed. The result of the thesis is, that 32 bit block ciphers can be implemented in a secure manner. The use of 32 bit ciphers should be limited to specific use-cases and with a profound risk analysis, to determine the protection class of the data to be encrypted.
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1 Introduction

This thesis is dealing with block ciphers with a block length of 32 bit. Currently National Institute of Standards and Technology (NIST) approves two block ciphers: Three-key Triple Data Encryption Algorithm (3TDEA) and Advanced Encryption Standard (AES) [1, p. 4]. 3TDEA with a block length of 64 bit and AES with a block length of 128 bit. Even though there is no 32 bit block cipher yet specified by NIST, the need for so called 'lightweight cryptography' rises. On the one side, developments such as the Internet of Things (IoT) result in computing devices getting smaller. An increasing amount of devices implement a processor and decent hardware to satisfy increasing demands, a tendency referred to as 'ubiquitous computing'. On the other side, there is a growing demand of these devices to communicate with each other, making them vulnerable against external influences. The data exchanged by these tiny devices can, if not confidential for itself, be confidential if a lot of data is aggregated by an adversary. Therefore a need to secure the communication is mandatory. A secure communication can be achieved by the use of cryptographic methods. In order to work properly in resource constraint environments new methods for encryption need to be investigated.

One solution might be to reduce the block length, as a large block length "[...] is more costly to implement" [2, p. 254]. Rescaling the block length to 32 bit is the topic of this thesis.

A distinct use-case for 32 bit block ciphers is a museum implementing so called beacons. These beacons own a 32 bit unique number, making it possible to address \(2^{32} \approx 4.29\) billion different devices. A visitor to the museum can achieve more information on a specific exhibit, by using the smart-phone to receive the product number from the beacon, sending it to a server, which returns the desired information. Due to changed conditions the need to encrypt the product number arose. Changing the other parts of the specification, such as saving, sending and processing the 32 bit blocks of data should not be conducted. Therefore a 32 bit block cipher needs to be implemented.

The content of this thesis is structured following three questions:

1. Are there 32 bit block ciphers already existing?
   Answered in chapter 3 "State of the art 32 bit block ciphers"

2. Are there other possibilities to create a block cipher with 32 bit?
   Answered in chapter 4 "Rescaling the Advanced Encryption Standard"

3. What kind of security issues derive from 32 bit block length and how can these be mitigated?
   Answered in chapter 5 "Analysis of 32 bit block ciphers from a security perspective"
Introduction

The size of a block will always be referred to as 'block length', whereas the size of a key will always be referred to as 'key size'. As this is not done consistently in the literature, it helps to distinguish the exact reference, if only 'size' or 'length' is mentioned.
2 Terms & Definitions

In this chapter Terms and Definitions are being established to be used later on in the thesis. The following figure 2.1 shows the hierarchy and connection of some of the terms being explained later on in this chapter.

![Modern Cryptography Hierarchy](adapted from [3, p. 3])

2.1 Symmetric vs. Asymmetric

The field of cryptography splits into two parts: Symmetric and asymmetric cryptography. The difference between both of them is the utilization of the key. In symmetric cryptography, also often referred to as ‘secret-key cryptography’, essentially the same key is being used for encryption and for decryption. In order to maintain confidentiality provided by a symmetric cipher, the key has to be kept secret. When an adversary gets to know the key, the ciphertext is compromised. In asymmetric encryption, also often referred to as ‘public-key cryptography’, the keys for encryption and decryption are different and it should be impossible (computationally infeasible) to calculate the decryption key out of the encryption key. [4]

Symmetric cryptography can be distinguished in two different cipher-methods (even though the distinction is not definitive): Stream ciphers and Block ciphers [4].

2.2 Stream cipher

Stream ciphers process the plaintext bit by bit. An encryption algorithm selects one plaintext bit, applies a couple of simple functions and returns a ciphertext bit. This way, every single bit is
treated by itself, resulting in a consecutive ciphertext. Due to the internal state of a stream cipher, every output bit depends on the previously computed bits (this is also the main difference to block ciphers, where every block is calculated on its own and independent from previous computed blocks). A stream cipher therefore does maintain an inner state for encryption. The key bits usually flow in with an XOR to the currently processed plaintext bit. Decrypting the ciphertext would mean to take every bit and apply the respective inverse functions [4, p. 117f].

The later on presented Non-Linear Feedback Shift Registers (NLFSRs) are part of the stream ciphers, even though they have an input and output length of $n$ bit. In the underlying design, individual bits of the plaintext are being manipulated and an inner state is maintained. After a certain number of rounds, the output is the manipulated plaintext, referred to as the ciphertext.

### 2.3 Block cipher

Block ciphers process plaintext in blocks comprising a fixed number of bits. The number of bits within a block is referred to as *block length*. The block length is only one attribute of a block ciphers characteristics. *Key size* and *number of rounds* are important for the design and the security of a block cipher as well.

The block length refers to the respective number of bits of the plaintext and the ciphertext. The following figure 2.2 shows a block cipher with a block length $n$ and key size $k$.

![Figure 2.2: Model of a Block Cipher](image)

For encryption, the block cipher performs functions on a block of data and outputs the respective ciphertext. Decryption often works the same way reverse, taking the appropriate number of bits of the ciphertext, applying the respective inverse functions and returning the plaintext $P$. The key $K$ is part of the encryption and decryption process as it flows in during the application of the functions.

A plaintext block of size $n$ can consist of $2^n$ different Strings of 0, 1. To map this input to a respective output, $2^n!$ possibilities are at hand. This number refers to the number of permutations, where the mapping of an arbitrary input to an arbitrary output is called a *permutation*. A permutation is
specified by the associated key [2, p. 11].

If the number of bits of a plaintext is not a multiple of the block length, the last block has to be filled up with a chosen set of bits. This procedure is referred to as padding [2]. It will not be examined in the following thesis, since it is assumed, that only plaintext of exactly 32 bit is being encrypted. Modes of operation can be used with any block cipher and are being implemented, when the plaintext is bigger than one block (which is the case in most applications). Implementing a mode of operation can result in meeting certain security goals such as raised confidentiality (for example Cipher Block Chaining (CBC)) or raised integrity (for example CBC-Message Authentication Code (MAC)) [2].

Most of the block ciphers comprise simple functions, since these often can be better implemented in software and also can be better realized in hardware. In order to maintain a decent level of confusion and diffusion (explanation in chapter 2.4) compared to the use of complicated functions, these simple functions need to be repeated several times. This is the reason why block cipher are often referred to as iterated block cipher. The characteristic number of rounds gives an indication how often the functions are being repeated during the process of encryption [2].

Block ciphers can be realised in a number of different designs. This thesis is going to differentiate the following three designs-types, described in the following chapters: Feistel, NLFSR and Substitution Permutation Network (SPN).

2.3.1 Feistel

Typically a cipher based on the Feistel design splits the block into two halves and applies a so called round function on one of the halves. When both halves have the same length it is called a balanced Feistel. If the length is not equal, it is called an unbalanced Feistel. The following basic steps are usually being implemented [4, p. 131]:

1. Separation of the plaintext in two halves left $L_i$ and right $R_i$
2. Apply a so called round function $f$ with a key $K_i$ to the left side $L_i$
3. XOR ($\oplus$) the output of the round function to $R_i$
4. Switch and rename both blocks: $L_{i+1} = R_i$ and $R_{i+1} = L_i \oplus f(R_i, K)$
5. Repeat a defined number of rounds $i$

Compared to SPN, Feistel-based ciphers have the advantage, that encryption and decryption operations are usually very similar, only the derived subkeys are used in a reverse order [2, p. 250]. On the other hand, the round function needs to be designed very carefully, since the security of the cipher fundamentally depends on it. A Feistel-based cipher often implements a higher number of rounds than SPN-based ciphers in order to fully confuse and diffuse the plaintext.
2.3.2 Non Linear Feedback Shift Register

A NLFSR is a Linear Feedback Shift Register (LFSR) "[...] whose current state is a Non-Linear Function (NLF) of its previous state [...]" [5, p. 1]. LFSRs are well suited for hardware implementation and provide good statistical properties. The disadvantage is, that the output sequences of a LFSR are usually easily predictable because of this linearity. Functions providing non-linearity can be applied during encryption to mitigate these kind of problems. These functions can be implemented using various techniques, usually combining multiple LFSR\(^1\).

Before a NLFSR can be used for encryption, it has to be initialized. So called initialization vectors are processed by the cipher to set up the internal state of the feedback shift registers for encryption. After initialization, the plaintext flows in bit by bit. NLFSRs are commonly counted to the Stream ciphers, but can be used to encrypt blocks of data as well [4].

2.3.3 Substitution Permutation Network

SPN-based ciphers usually split the block in several equally sized, small blocks (referred to as words) and apply a so called Substitution Box (S-Box) to every word. Within the S-Box the value of the word is exchanged (substituted) with another value. Afterwards a Permutation step is applied, combining a certain amount of words and 'mixing' the bits. Whereas the substitution step causes confusion, the permutation step creates diffusion. The concatenation of these two steps results in a strong encryption, as long as enough rounds are being implemented. The following figure 2.3 shows the basic concept of an SPN (with the S-Box (S) and the Permutation step (P)). The AES is the most prominent cipher implementing this design [4].

![Figure 2.3: Substitution Permutation Network](image)

The advantage of an SPN is, that in every round the whole datapath is subject to confusion and

\(^1\)for more information refer to [2, p. 202ff]
Confusion and Diffusion describe two basic principles for realising secure ciphers. The terms have been defined by Claude Shannon in 1948 [6]. Confusion describes the obfuscation of the relationship between the key and the ciphertext. Today this is often achieved with Substitution Boxes. Diffusion describes the influence of a plaintext bit on a lot of ciphertext bits to obfuscate any statistical characteristics within the plaintext [3, p. 65].

2.5 Security of a cipher

For the security of a cipher many definitions are existent. This chapter gives a brief overview of definitions, which are being used later on this thesis. Since this thesis is dealing with symmetric block cipher, the main security goal of block ciphers is used for the definition of security, which is confidentiality.

Often the security of a cipher is reduced to the key size. The longer the key, the better. But: Key sizes for symmetric ciphers are only decisive if the full key search is the best known attack (brute forcing the key). As shown later in chapter 5 "Analysis of 32 bit block ciphers from a security perspective", for 32 bit block ciphers, other attacks might be better than brute forcing the key, when the block length is as short as 32 bit. Other characteristics of a cipher, such as block length and number of rounds are therefore important security parameters as well [2].

In the context of this thesis, security of block ciphers follows two distinct approaches. Firstly, Menezes et al. defined the perfect secrecy for a cipher with the following words: "A cipher provides perfect secrecy (unconditional security) if the ciphertext and plaintext blocks are statistically independent" [2, p. 251]. Therefore the output of a block cipher should be hard to distinguish from a random sequence. In other words: a cipher should be able to provide good confusion and diffusion.

Secondly, a hint for the security of a cipher is the presence of any attacks on a round reduced version of this cipher, which leads to disclosure of the key or plaintext. Reducing the rounds can benefit cryptanalysis resulting in certain attacks being more sufficient. On the way to break a plaintext encrypted with the full number of rounds, usually attacks on round-reduced versions are published previously [2].
2.6 Collision

A block cipher is a pseudo-random permutation. Therefore, if the ciphertexts match, the plaintexts are the same as well. If two or more blocks match in the output of a cipher, a collision is found, which can be exploited by an adversary. The probability of the occurrence of collisions can be calculated.
3 State of the art 32 bit block ciphers

Part of this chapter is the presentation of the results of a profound literature research on already existing, state of the art 32 bit block ciphers. In the following, each of the identified block ciphers is getting described in more detail. At the end of this chapter, the presented ciphers are summarized in table 3.6.

It is important to notice, that the list is by no means exhaustive. Even though this literature research has been conducted thoroughly, it might turn out, that other ciphers with a 32 bit block length emerge.

3.1 Lightweight Block Ciphers with 32 bit block length

In the following, the identified 32 bit block ciphers are presented and briefly described. The focus of this chapter is the description of the encryption algorithm and the listing of a selection of published attacks. The key-expansion and decryption are not in the main focus. This is due to the fact, that the key-expansion is mostly not or indirectly connected to the block length. The decryption algorithm mostly consists of inverse functions conducted in opposite order, compared to the encryption algorithm.

Some of the presented ciphers have a design implementing a NLFSR. Even though they are technically counted to the stream ciphers, they are listed here because they also allow the input of whole blocks into the encryption algorithm.

Where possible, only the 32 bit version of a cipher will be explained in more detail. Parameters for other versions of the respective families can be investigated in detail in the referenced publication.

The ciphers are presented in a chronological order starting with the oldest.

KeeLoq

KeeLoq encrypts a block of 32 bit with a secret 64 bit key. It was designed in the mid 1980s. As can be seen in figure 3.1 KeeLoq uses a 32 bit Shift Register for the Plaintext and a 64 bit Shift Register for the Key. KeeLoq gets initialized by the use of a 32 bit initialization vector.

For encryption, a NLF is applied to specific positions of the 32 bit Shift Register (for encryption positions 31, 26, 20, 9, 1 (refer to figure 3.1). The resulting bit is XORed to the rightmost bit of the key and positions 16 and 0 and inserted into the 32 Shift Register bit from the left side. This causes
a shifting of one bit to the right. The 64 bit Key Register is also shifted one bit to the right and the
NLF is applied again. This procedure is repeated 528 times, which is also the number of rounds of
KeeLoq. After 528 rounds, the content of the 32 bit register is called the ciphertext. [7, p. 9ff]
The main case of use of KeeLoq was the remote keyless entry system for automobiles. Since mul-
tiple attacks have been published, such as [8] and [9], KeeLoq is mostly not in use any more [7, p.
9ff].

![KeeLoq encryption](image)

**Figure 3.1: KeeLoq encryption (adapted from [7, p. 11])**

**RC5**

Rivest Cipher 5 (RC5) is a Feistel-based cipher proposed by Ronald Rivest in 1995. It is designed
for variable block lengths (originally proposed: 32, 64, 128 bit), variable key sizes (0 - 255 Byte)
and variable number of rounds (0 - 255, 12 initially proposed for 32 bit block length). For the
encryption, the plaintext is separated in two halves of size $\omega$. Figure 3.2 shows a full round of RC5
encryption, consisting of two half rounds using three simple operations [10]:

- Circular shifting to the left by $j$ bit ($\ll (j)$), where $j$ corresponds to the $\log_2 \omega$-least signif-
cant bits of the other word (For a block length of 32 bit, $\omega$ is 16 bit long, and $j = \log_2 \omega = 4$) -
this is referred to as *data-dependent rotation* [10, p. 90]
- addition modulo $\omega$ ($\oplus$)
- bitwise XOR ($\oplus$)
State of the art 32 bit block ciphers 3.1 Lightweight Block Ciphers with 32 bit block length

![Diagram of RC5 encryption]

**Figure 3.2:** One round of RC5 encryption

In 2006 an attack based on differential cryptanalysis was presented, which requires $2^{44}$ chosen plaintexts [11]. It is also shown in this paper, that the 128 bit version of RC5 is weaker than initially expected. Rivest himself described the 32 bit version of RC5 "primarily for researchers who wish to examine the security properties of a natural 'scaled-down' RC5" [10, p. 89].

**Skip32**

Skip32 is a 32 bit Block cipher based on the SkipJack cipher proposed by the National Security Agency (NSA). Skip32 is designed with an 80 bit secret key and 24 rounds. It was presented in 1999 by Greg Rose, but never published officially. Therefore no description of the exact structure can be presented herein. Skip32 turned out to be useful in obfuscating small values, for example database ID's used in URLs [12].

The underlying cipher SkipJack is based on the design of an unbalanced Feistel. SkipJack is reported to be vulnerable to differential attacks, resulting in revoking the usage of SkipJack by the NIST: 
"[...] approval for the use of SKIPJACK is being withdrawn, as its security strength is now considered inadequate." [1, p. 4]. Since Skip32 is based on SkipJack, the conclusion can be drawn to not use Skip32 anymore too.
Scalable Encryption Algorithm

Scalable Encryption Algorithm (SEA) is a block cipher with a variable block length, key size and round number. It is a balanced Feistel based cipher, where $b$ is the processor or word size and $n_b$ the number of words per Feistel branch. The block length and key size are both computed as a multiple of $6b$. Consequently the block length and key size are equal. A block length of 32 bit can not be achieved, since 32 is not a multiple of 6. On the other hand, even smaller block length can be derived theoretically with this cipher, although the authors suggested a minimum word size $b \geq 6$.

The number of rounds $n_r$ is computed by the use of the following equation, which the authors suggested in their proposal [13, p. 11]:

$$ n_r = \frac{3n}{4} + 2 \times (n_b + \lfloor \frac{b}{2} \rfloor) $$

With the number of rounds calculated that way, linear and differential attacks ought to be resisted. The authors also suggested, that the number of rounds has to be odd. So if this equation results in an even number, the number 1 has to be added. Figure 3.3 shows the Feistel structure of the cipher. The following functions are being used during the encryption with SEA [13, p. 3f]:

- bitwise XOR ($\oplus$)
- Applying the following three bit S-Box ($S$):

<table>
<thead>
<tr>
<th>$x$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S(x)$</td>
<td>0</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

- Rotating words of size $n_b$ ($R$) ($R^{-1}$)
- Bit rotation ($r$)
- addition modulo $2^b$ (⊞)

![Figure 3.3: One round of SEA encryption (adapted from [13, p. 4])](image-url)
The authors tested SEA against various attacks, including differential and linear cryptanalysis with the result of being provable secure against these kind of attacks. Even though SEA does not make use of 32 bit block length, SEA is part of this listing, because of its variability, and the fact, that even significantly smaller block lengths than 32 bit are conceivable.

**KATAN / KTANTAN**

In 2009 a new family of lightweight Block ciphers was presented, consisting of six different ciphers divided in two so called flavors: KATAN and KTANTAN. Both are separated into three block lengths: 32, 46 and 64 bit. For all the six ciphers, a key size of 80 bit is intended. KTANTAN is optimized for the use in Hardware. The Key is burnt into the device and can not be altered once initialized. That makes this flavor more compact and therefore faster. The main difference between the two families therefore is the key schedule [14].

A design goal of KATAN and KTANTAN was to develop a very lean cipher, which needs the smallest possible amount of Gate Equivalents (GEs). This makes the cipher family very useful for the implementation in highly resource constrained environments, such as Radio Frequency Identification (RFID) tags [14].

KATAN and KTANTAN make use of two LFSR implementing two simple functions [14]:

- bitwise XOR (⊕)
- bitwise AND (∧)

Non-linearity is applied by the use of an irregular update rule (IR) in a few specific rounds. The exact sequence is described in Appendix A of the proposal of KATAN and KTANTAN [14, p. 287].

For encryption, the plaintext is separated into two registers: \(L_1\) and \(L_2\) (figure 3.4). For the 32 bit versions, \(|L_1|\) is 13 bit, \(|L_2|\) is 19 bit. Every round, two NLF \(f_a\) and \(f_b\) are applied [14]:

\[
\begin{align*}
  f_a(L_1) &= L_1[x_1] \oplus L_1[x_2] \oplus (L_1[x_3] \cdot L_1[x_4]) \oplus (L_1[x_5] \cdot IR) \oplus K_a \\
  f_b(L_2) &= L_2[y_1] \oplus L_2[y_2] \oplus (L_2[y_3] \cdot L_2[y_4]) \oplus (L_2[y_5] \cdot L_2[y_6]) \oplus K_b
\end{align*}
\]

After 254 rounds, the combined contents of \(L_1\) and \(L_2\) form the ciphertext. The Parameters \(K_a\) and \(K_b\) represent the applied subkey bit. The values given in table 3.2 have to be used for \(x\) and \(y\) [14, p. 272ff]:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>(x_1)</th>
<th>(x_2)</th>
<th>(x_3)</th>
<th>(x_4)</th>
<th>(x_5)</th>
<th>(y_1)</th>
<th>(y_2)</th>
<th>(y_3)</th>
<th>(y_4)</th>
<th>(y_5)</th>
<th>(y_6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>value for 32 bit versions</td>
<td>12</td>
<td>7</td>
<td>8</td>
<td>5</td>
<td>3</td>
<td>18</td>
<td>7</td>
<td>12</td>
<td>10</td>
<td>8</td>
<td>3</td>
</tr>
</tbody>
</table>
State of the art 32 bit block ciphers

3.1 Lightweight Block Ciphers with 32 bit block length

![Diagram](image)

**Figure 3.4:** KATAN32/KTANTAN32 encryption (adapted from [14, p. 279])

KTANTAN with a block length of 32 bit is reported broken, only "[...] requiring $2^{28.44}$ time (half a minute on a current CPU) to recover the full 80 bit key" [15, p. 213ff]. KATAN with a block length of 32 bit is suspected of being vulnerable to Meet-in-the-middle Attacks: Zhu and Gong proposed an attack on 175 rounds, recovering the master key [16, p. 313ff].

**Hummingbird 2**

Hummingbird 2 is the successor of the Hummingbird cipher and encrypts blocks of 16 bit length. It can be used to encrypt 32 bit blocks as well by concatenating 2 16 bit blocks. Therefore it is getting listed in this collection.

Due to its compact hardware implementation and low power consumption, it is very useful for resource constraint environments, such as RFID tags or wireless sensors. As can be seen in the following figure 3.5 the cipher does not implement a key schedule, but keeps an internal state $R^i$ of size 128 bit throughout the process of encrypting larger texts. Before encryption, four rounds are being processed, where the internal state is getting initialized with a 64 bit initialization vector. After initialization follow four rounds of encryption and another four rounds to update the internal state again (figure 3.5). The key $K$ of size 128 bit is split into eight subkeys $K_i$ with $i \in \{1,2,3,4,5,6,7,8\}$ of 16 bit size. The subkeys are being used for primal initialization and encryption of the plaintext $P^i$ into ciphertext $C^i$ [17, p. 19ff].
The herein focussed Hummingbird 2 encryption consists entirely of three simple functions [17, p. 20]

- addition $mod_{2^{16}}$ ($\Box$)
- bitwise XOR ($\oplus$)
- round function $W_{D16}$

The round function $W_{D16}$ can be seen as a block cipher itself, with a block length of 16 bit and a key size of 64 bit. It is based on an SPN and is getting used during initialization and encryption of Hummingbird 2. The 64 bit key is split into four 16 bit subkeys $K_i$ with $i \in \{1, 2, 3, 4\}$ and is XORed to the 16 bit datapath before each of the 4 rounds. The following figure 3.6 shows one round of $W_{D16}$. 

**Figure 3.5:** One round of Hummingbird 2 encryption [18, p. 472]
Three functions are being used during one round of W\textsubscript{16}:

- bitwise XOR (⊕)
- applying the following four different 4 bit Substitution Boxes \( S_1 \) to \( S_4 \):

<table>
<thead>
<tr>
<th>( x )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_1(x) )</td>
<td>7</td>
<td>C</td>
<td>E</td>
<td>9</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>F</td>
<td>B</td>
<td>6</td>
<td>D</td>
<td>0</td>
<td>4</td>
<td>8</td>
<td>A</td>
<td>3</td>
</tr>
<tr>
<td>( S_2(x) )</td>
<td>4</td>
<td>A</td>
<td>1</td>
<td>6</td>
<td>8</td>
<td>F</td>
<td>7</td>
<td>C</td>
<td>3</td>
<td>0</td>
<td>E</td>
<td>C</td>
<td>5</td>
<td>9</td>
<td>B</td>
<td>2</td>
</tr>
<tr>
<td>( S_3(x) )</td>
<td>2</td>
<td>F</td>
<td>C</td>
<td>1</td>
<td>5</td>
<td>6</td>
<td>A</td>
<td>D</td>
<td>E</td>
<td>8</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>B</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>( S_4(x) )</td>
<td>F</td>
<td>4</td>
<td>5</td>
<td>8</td>
<td>9</td>
<td>7</td>
<td>2</td>
<td>1</td>
<td>A</td>
<td>3</td>
<td>0</td>
<td>E</td>
<td>6</td>
<td>C</td>
<td>D</td>
<td>B</td>
</tr>
</tbody>
</table>

- Circular shifting to the left by 6 bit (\( \ll (6) \)) and to the right by 6 bit (\( \gg (6) \))

In 2014 Saarinen published a related key attack against Hummingbird 2, "[... which effectively halves the cipher's key size]" [18, p. 480].

**FFX**

Format-preserving, Feistel-based Encryption Mode (FFX) describes a mode of operation for an underlying symmetric block cipher. It enables the user to encrypt plaintext with arbitrary block length. Additionally, it has the advantage to preserve the format of the plaintext, resulting in the ciphertext having the same format as the plaintext. Therefore, the term Format-preserving Encryption (FPE) is also often referred. FFX can be used to encrypt Credit Card numbers, so that the size and the format is the same in plaintext and ciphertext. By doing so, an already existing specification does not need to be changed in order to process the Credit Card number in an encrypted way.
In the context of this thesis, it is also conceivable to use FPE to encrypt a plaintext of 32 bit, resulting in a ciphertext of 32 bit.

NIST Special Publication 800-38G describes two different modes of FPE (called FF1 and FF3) [19]. The main difference between the two is the number of rounds of the mode of operation. FF1 uses 10 rounds, FF2 uses 8 rounds.

FF1 and FF2 both use a Feistel-based scheme. The following figure 3.7 shows the first round of FFX. For the round function $F_K$, an approved 128 bit block cipher is used in CBC mode to deduce a MAC (currently only AES meets these requirements). The resulting MAC is added modular to the left side of the plaintext. In the second round, the MAC is created of the left side and added modular to the right side and so on. The input parameters for the round function are $K$, length $n$, Tweak $T$ and the round number starting with 0. The Tweak is an arbitrary number, which does not necessarily need to be kept secret. After 10 (respective 8) rounds, the resulting string is the ciphertext and thus the output of the mode of operation [19].

The downside of using the FFX mode of operation is the use of two encryption schemes and therefore its bad performance. The round function does not consist of simple transformations as in the other presented ciphers, instead an AES is used. The FFX mode of operation can therefore not be declared really useful for the implementation in resource constrained environments.

![Figure 3.7: First Round of the FFX mode of operation encryption (adapted from [19, p. 10])](image)

**SIMON / SPECK**

In 2013 two new families of lightweight block ciphers were proposed by the NSA called SIMON and SPECK. Both consist of ciphers with variable block lengths (32, 48, 64, 96, 128 bit) and key sizes (64, 72, 96, 128, 144, 192, 256 bit). The number of rounds depends on the chosen block length and key size and is therefore variable as well (The 32 bit versions use a 64 bit key and 32 rounds (SIMON) respective 22 rounds (SPECK)). All in all 20 different ciphers are proposed within these families. For an overview of all the proposed block lengths, key sizes and number of rounds, refer to [20, p. 10 & p. 15].

Both families, SIMON and SPECK, are very performant and effective compared to the formerly presented block ciphers. Their very simple implementation results in a high throughput and low energy consumption, making these ciphers very useful in resource constrained environments [21, p.
The difference between SIMON and SPECK is their designated use in software and hardware. Though both of the ciphers can be used in hard- and software, SIMON is optimized for the performance in hardware, whereas SPECK is optimized for the performance in software. This satisfies the design-criterion of cross-platform flexibility, which the authors think, needs to be a goal for lightweight block ciphers. The flexibility is realized by the use of a balanced Feistel-based structure for SIMON. SPECK on the other hand can be visualized by a composition of two Feistel-like maps. The flexibility is also realized by using three simple functions: Addition, Rotation, XOR (ARX). This is illustrated in the following table 3.4:

<table>
<thead>
<tr>
<th>SIMON</th>
<th>SPECK</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Circular shifting to the left by ( j ) bit (( \ll ) (( j )))</td>
<td>• Circular shifting to the left by 2 bit (( \ll ) (2)) and to the right by 7 bit (( \gg ) (7))</td>
</tr>
<tr>
<td>• bitwise AND (&amp;)</td>
<td>• addition ( mod2^n ) (( \oplus ))</td>
</tr>
<tr>
<td>• bitwise XOR (( \oplus ))</td>
<td>• bitwise XOR (( \oplus ))</td>
</tr>
</tbody>
</table>

The following figure 3.8 shows one round of SIMON and SPECK using the notation above. \( K_i \) denotes the respective subkey for each round. After 32 rounds for SIMON and 22 rounds for SPECK the ciphertext is generated by the combination of the output strings of the two branches.

**Figure 3.8**: One round of SIMON32 and SPECK32 encryption [22, p. 556]

SIMON and SPECK both have been heavily analysed by cryptographers around the world. Currently, the best known attacks on SIMON and SPECK with a block length of 32 bit are linear and differential cryptanalyses. The attacks mainly use the fact, that SIMON and SPECK base on ARX [22] [23] [24]. So far, no full round attack has been published.
SIMECK

SIMECK is a family of ciphers presented in 2015 and based on SIMON and SPECK. The SIMECK family of block ciphers consists of three different ciphers, distinguished by their respective block length, key size and number of rounds. The focus herein will be set on the cipher with the block length of 32 bit. As well as SIMON and SPECK, SIMECK implements a balanced Feistel-based structure and makes use of ARX. The following simple functions are being used during the encryption:

- Circular shifting to the left by \( j \) bit (\( \ll (j) \))
- bitwise AND (\( \& \))
- bitwise XOR (\( \oplus \))

SIMECK has a 64 bit secret key and requires 32 rounds for encryption. \( K_i \) denotes the subkey XORed every round. As can be observed in the following figure 3.9, the round function of SIMECK is very similar to the previously presented round function of SIMON, varying only in the number of circular shifts to the left [25].

![Figure 3.9: One round of SIMECK encryption (adapted from [25, p. 5])](image)

Similar to SIMON and SPECK, only attacks on round-reduced version of SIMECK are yet published [26] [27] [28]. No attack on the full number of rounds of the three proposed versions has yet been published.

Design 32-bit Lightweight Block Cipher Algorithm

Design 32-bit Lightweight Block Cipher Algorithm (DLBCA) is a cipher presented in 2017 using a balanced Feistel-based structure with elements of an SPN [29]. DLBCA makes use of an 80 bit
secret key and 15 rounds. The round function consists of the following four functions:

- bitwise XOR ($\oplus$)
- applying the following 4 bit S-Box ($S$):

<table>
<thead>
<tr>
<th>$x$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S(x)$</td>
<td>F</td>
<td>C</td>
<td>2</td>
<td>7</td>
<td>9</td>
<td>0</td>
<td>5</td>
<td>A</td>
<td>1</td>
<td>B</td>
<td>E</td>
<td>8</td>
<td>6</td>
<td>D</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>

- Bit Permutation
- circular shifting to the left by 12 bit ($\lll (12)$)

The whole round function is shown in the following figure 3.10

The cipher DLBCA has been developed recently, so it has not been subject to a lot of cryptanalyses yet. In their publication [29], the authors state, "that DLBCA is the most secure than other algorithms considered in this paper in the terms of differential and boomerang attacks" (compared ciphers are TWINE [30], Lblock [31], PRESENT [32] and KLEIN [33]). Independent research has not been published yet.
### Table 3.6: List of state of the art 32 bit block ciphers

<table>
<thead>
<tr>
<th>Name</th>
<th>Year</th>
<th>Block length</th>
<th>Key size</th>
<th>Type</th>
<th>Number of Rounds</th>
<th>Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>KeeLoq</td>
<td>mid 1980s</td>
<td>32</td>
<td>64</td>
<td>NLFSR</td>
<td>528</td>
<td>Hardware</td>
</tr>
<tr>
<td>RC5</td>
<td>1994</td>
<td>32, 64, 128</td>
<td>0 - 2040 (128 suggested)</td>
<td>Feistel, ARX</td>
<td>0 - 255 (12 originally suggested, now 18-20 rounds are recommended)</td>
<td>Software</td>
</tr>
<tr>
<td>Skip32</td>
<td>1999</td>
<td>32</td>
<td>80</td>
<td>Feistel</td>
<td>24</td>
<td>Software</td>
</tr>
<tr>
<td>SEA</td>
<td>2006</td>
<td>variable</td>
<td>variable</td>
<td>Feistel</td>
<td>variable</td>
<td>Software</td>
</tr>
<tr>
<td>KATAN</td>
<td>2009</td>
<td>32, 48, 64</td>
<td>80</td>
<td>NLFSR</td>
<td>254</td>
<td>Hardware (Key is burned into device - can not be changed)</td>
</tr>
<tr>
<td>KTANTAN</td>
<td>2009</td>
<td>32, 48, 64</td>
<td>80</td>
<td>NLFSR</td>
<td>254</td>
<td>Software</td>
</tr>
<tr>
<td>Hummingbird 2</td>
<td>2011</td>
<td>16</td>
<td>128</td>
<td>hard to classify, WD16 is an SPN</td>
<td>4+4+4</td>
<td>Hard- and Software</td>
</tr>
<tr>
<td>AES FFX</td>
<td>2010</td>
<td>variable</td>
<td>128, 192, 256 (AES as underlying block cipher)</td>
<td>Feistel (Round Function: SPN)</td>
<td>10, 8 (FF1, FF3)</td>
<td>Hardware</td>
</tr>
<tr>
<td>SIMON</td>
<td>2013</td>
<td>32, 48, 64, 96, 128</td>
<td>64, 72, 96, 128, 144, 192, 256</td>
<td>Feistel, ARX</td>
<td>22, 23, 26, 27, 28, 29, 32, 33, 34</td>
<td>Hardware</td>
</tr>
<tr>
<td>SPECK</td>
<td>2013</td>
<td>32, 48, 64, 96, 128</td>
<td>64, 72, 96, 128, 144, 192, 256</td>
<td>Composition of two Feistel-like maps, ARX</td>
<td>32, 36, 42, 44, 44, 52, 54, 68, 69, 72</td>
<td>Software</td>
</tr>
<tr>
<td>SIMECK</td>
<td>2015</td>
<td>32, 48, 64</td>
<td>64, 96, 128</td>
<td>Feistel, ARX</td>
<td>32, 36, 44</td>
<td>Hard- and Software</td>
</tr>
<tr>
<td>DLBCA</td>
<td>2017</td>
<td>32</td>
<td>80</td>
<td>Feistel</td>
<td>15</td>
<td>Hardware</td>
</tr>
</tbody>
</table>
3.2 Conclusion

As presented in this chapter, there are quite a few block ciphers with a block length of 32 bit. Ciphers with even smaller block lengths are conceivable, for example SEA (16bit), Hummingbird 2 (16bit) and FFX (variable). Some of the presented ciphers are vulnerable to various attacks, such as linear or differential cryptanalysis and some are considered broken.

All ciphers implement some kind of Feistel structure or a NLFSR. This is surprising, since modern block ciphers, such as AES make use of SPN. A reason for this might be, that Feistel and NLFSR round functions are considered to be simpler and usually offer a leaner implementation than SPN. The round function of Feistel Networks consists mainly of a combination of simple functions, such as XOR, modular addition and rotation/shifting. These functions are easily implemented in hardware and are therefore useful in resource constraint environments, making the ciphers implementing those functions suitable for lightweight designs. The downside of the use of simple functions is, that the number of rounds needs to be high in order to apply sufficient confusion and diffusion. This can take time and also costs a lot of resources. For SPN the number of rounds usually is smaller than for Feistel Networks or NLFSRs.

The next chapter 4 "Rescaling the Advanced Encryption Standard" shows a proposal of a 32 bit block cipher based on SPN in order to fill this gap and to investigate, if it is reasonable to implement an SPN-cipher, even for resource constraint environments.
4 Rescaling the Advanced Encryption Standard

As seen before, in the list of found 32 bit ciphers, there are no 32 bit ciphers yet implementing an SPN. To investigate this in more detail, part of this thesis is to rescale the tried and tested block cipher AES from a proposed minimum block length of 128 bit to 32 bit. For this purpose, AES is being described briefly followed by an explanation, how it is rescaled. Statistical testing of the output of the rescaled version provides indication on the ability of the cipher to obfuscate the input and therefore how fast the cipher applies confusion and diffusion.

4.1 Analysis of AES

AES is the most prominent representative of SPN block ciphers. The AES cipher is based on the Rijndael proposal by Vincent Rijmen and Joan Daemen. The difference is, that AES supports only three members of the 25 originally proposed ciphers in the Rijndael family: The block length of 128 bit and variable key sizes of 128, 192, 256 bit. Depending on the key size, either 10, 12 or 14 rounds are standardized. The Rijndael family supports variable block lengths and key sizes, ranging from 128 bit to 256 bit in 32 bit steps (refer to table 4.1). The associated number of rounds $n_r$ is a function of the block length $n$ and the key size $k$ as shown in table 4.1.

Table 4.1: Number of rounds $n_r$ as a function of the block length $n$ and key size $k$ for Rijndael (adapted from [34, p. 42])

<table>
<thead>
<tr>
<th>$n_r$</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>128 160 192 224 256</td>
</tr>
<tr>
<td>$k$</td>
<td>10   11  12  13  14</td>
</tr>
<tr>
<td>128</td>
<td>10   11  12  13  14</td>
</tr>
<tr>
<td>160</td>
<td>11   11  12  13  14</td>
</tr>
<tr>
<td>192</td>
<td>12   12  12  13  14</td>
</tr>
<tr>
<td>224</td>
<td>13   13  13  13  14</td>
</tr>
<tr>
<td>256</td>
<td>14   14  14  14  14</td>
</tr>
</tbody>
</table>

The standardization process of AES has been conducted with openness and care. The fair winner has been Rijndael, due to its performance over the design criteria, compared to the other candidates. One of the main aspects is its simplicity, based on the property of Rijndael to be completely describable in mathematical formulas. Due to the fact, that every single transformation can be retraced with mathematics, there are no possibilities for the implementation of any kind of fraud.
1. Therefore Rijndaels and also AESs acceptance is very high. The following figure 4.1 shows one round of AES with a block length of 128 bit. The first and the last round differ from the pictured figure. The first round consists only of an initial key addition step, in the last round the Mix column step is omitted. AES operates on words of 8 bit.

\[ A_0 \rightarrow A_1 \rightarrow A_2 \rightarrow A_3 \rightarrow \ldots \rightarrow A_{15} \]
\[ S \rightarrow S \rightarrow S \rightarrow S \]
\[ B_0 \rightarrow B_1 \rightarrow B_2 \rightarrow B_3 \rightarrow \ldots \rightarrow B_{15} \]
\[ M \rightarrow M \rightarrow M \rightarrow M \]
\[ C_0 \rightarrow C_1 \rightarrow C_2 \rightarrow C_3 \rightarrow \ldots \rightarrow C_{15} \]
\[ \text{Key addition} \rightarrow K_i \]

Figure 4.1: One round of AES encryption (adapted from [3, p. 117])

4.2 Rescaling AES to 32 bit block length

AES has been chosen to be rescaled out of the following reasons:

- Simplicity: every transformation can be reproduced mathematically. Even the selection of the S-Box, as the main source of confusion and non-linearity, is reproducible.

- Acceptance: Rijndael won the public AES call for tenders. AES is one of the only block ciphers approved by NIST.

- Security: AES is provable secure against all yet known kinds of attack.

\[ ^1 \text{As it happened for example with the Data Encryption Standard (DES)} \]
\[ ^2 \text{A detailed description of the four different steps and their mathematical background is available in the literature (for the full description of Rijndael for example [34])} \]
• Variable block lengths with steps of 32 bit: Rijndael, as the basis for AES, is designed for variable block lengths in 32 bit steps. Therefore it is possible to rescale AES to 32 bit.

Rescaling AES from the above presented figure 4.1 with a block length of 128 bit to 32 bit can be obtained theoretically by two different approaches:

1. Reducing the word-size and therefore also the size of the S-Box from 8 bit to 2 bit resulting in 16 S-Boxes with 2 bit each ($16 \times 2\text{ bit} = 32\text{ bit}$).

2. Reducing the number of words and therefore the number of S-Boxes resulting in 4 S-Boxes with 8 bit each ($4 \times 8\text{ bit} = 32\text{ bit}$).

Approach number one is only a theoretical possibility. As the S-Box is the only source of nonlinearity, reducing it to 2 bit would make it vulnerable to cryptanalysis. For a 2 bit S-Box there would be theoretically 24 permutations to choose from, disregarding the selection of the S-Box with mathematical formulas (as a main feature of AES). For comparison, an 8 bit S-Box (as proposed in AES) has $\log_2(2^{8!}) \approx 2^{1684}$ permutations available.

Approach number two is the preferred choice, as changing the number of words is the procedure within the Rijndael-family to obtain the variable block lengths. For example the Rijndael cipher with block length of 160 bit is operating on five 32 bit words. Whereas the minimum proposed block length is 128 bit, it is possible to shorten the block length to 32 bit by the means of decreasing the number of 32 bit words from 4 to 1. The following figure 4.2 shows the updated round function developed in this thesis.

![Figure 4.2: One round of rescaled AES encryption](image-url)
Some of the steps of AES are affected by this rescaling and these changes to the round function. The effects are described in the following subchapters.

**Key addition step**

The key addition step XORs the subkey to the whole datapath. For AES, a 128 bit subkey is XORed to the datapath. Key addition is conducted as the first and the last step during encryption and is a common approach in modern cryptography [3, p. 163ff]. By rescaling to 32 bit block length, only a 32 bit subkey is XORed to the datapath. Assuming a 128 bit key, it would take 4 rounds to use only one subkey during encryption. The problems arising from that will be analysed in more detail in chapter 4.4 "Conclusion".

**Byte substitution step**

The Byte substitution step consists of a bijective mapping of the input values to the output values. It is a non-linear function and the main source of confusion within AES. The well-probed S-Box of AES, with its underlying arithmetic in the Galois Field \((\text{GF}(2^8))^3\), does not have to be changed. All the work, that has been done before, concerning the S-Box and its cryptanalysis, is still valid for the rescaled version of AES. It is assumed, that confusion still works as good as in the original AES proposal.

**Shift rows step**

The Shift rows step is one of the sources of diffusion within AES. Within this step, 16 8 bit words are concatenated to 4 32 bit words, which are the input to the Mix column step. As the datapath of the rescaled AES consists of only one word with a length of 32 bit, the Shift rows step is obsolete. This can be observed in figure 4.2. Therefore, the Shift rows step, as one of the two diffusion steps, has to be omitted due to the rescaling. An analysis of the effects is shown in chapter 4.3.3 "Analysis of the diffusion process".

**Mix column step**

The main source of diffusion, the Mix column step, can be implemented for 32 bit block length as proposed originally in AES. The Mix column step is realized as a matrix multiplication in \(\text{GF}(2^8)\). The following equation shows the matrix multiplication in the Mix column step:

\[3\text{Calculating the Inverse in GF}(2^8)\text{ with the irreducible polynomial } P(x) = x^8 + x^4 + x^3 + x + 1 \text{ followed by an affine transformation. More information in [3, p. 118ff] or [34].} \]
Rescaling the Advanced Encryption Standard

4.3 Statistical analysis on the rescaled AES

Since there is only one Mix column 'box' for a block length of 32 bit, the whole datapath is subject to diffusion during one round. This results in every state byte $S_i$ being dependent on every plaintext byte $P_i$ with $i \in \{0,1,2,3\}$ after just two rounds, considering that the first round of AES only encompasses the Key addition step (Matrix Multiplication above).

Key schedule

The Key schedule for the rescaled version of AES has not been adapted in this thesis. Therefore a 128 bit key is needed for the input, the related subkeys are derived by the use of the proposed Key schedule of Daemen and Rijmen.

The number of permutations of the rescaled version of AES is approx. $\log_2(2^{32})! \approx 2^{131242625453}$ which is way bigger than the amount of possible keys $2^{128}$. It is therefore still possible, that a random permutation can be specified by a single key. However, statistically, the possibility of two keys specifying the same permutation, is higher when the block length is reduced to 32 bit compared to a block length of 128 bit.

After rescaling the AES, qualities of the cipher are tested. This is shown in the following chapter.

4.3 Statistical analysis on the rescaled AES

During the AES selection procedure, statistical tests have been conducted on all candidates, to test the confusion and diffusion qualities of the respective ciphers. These can be shown by analysing the outputs for specific input values (variable plaintexts and keys) and testing the presence of any statistical anomalies, which give an indication on the dependencies between input and output. Part of the Statistical Test Suite (STS) are 188 different statistical tests (for an overview refer to table 4.3) [35].

4.3.1 Applying the statistical test suite to the rescaled AES

The test suite being used during the AES selection process is used for the rescaled version of Rijndael as well. Statistical testing is conducted to prove that the output is still statistically independent from the input. This is also an important security indication (refer to chapter 2.5 "Security of

---

4NIST STS has been improved by Landon Curt Noll, Riccardo Paccagnella, Tom Gilgan and is available in version 3.2.6 on https://github.com/arcetri/sts
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A second goal of statistical testing in the context of this thesis is the probing, if it can be used to determine, how many rounds the cipher needs to apply full confusion and diffusion. This can be an indication to find out, how many rounds are needed for the rescaled AES to be secure. Therefore different numbers of rounds are used for the encryption of the test data during testing. Compared to the AES selection process, statistical testing for the rescaled AES is conducted with a smaller amount of test data, as modes of operations are not considered. The following test data is being generated, with a file size of 37.5 MByte each:

1. Plaintext counted up, encrypted with 128 bit keys of all zeroes.
2. Plaintext of all zeroes, encrypted with counted up 128 bit keys.
3. Plaintext counted up, encrypted with counted up 128 bit keys.

The test data is being concatenated in Electronic Code Book (ECB)-Mode. The resulting ciphertext is analysed with the STS. A so called p-value is generated for every single test out of the 188 tests, which gives an indication about the statistical quality of the ciphertext. The STS compares these p-values to previously defined limits. If the limit is surpassed, the outcome of the test is PASSED otherwise FAILED. For the testing of the rescaled version, the default settings of the STS have been applied.

4.3.2 Results of statistical testing

The results of the statistical testing is shown in table 4.2. The three different test cases are shown in 3 columns, each separated into PASSED and FAILED. The numbers indicate the number of tests passed and failed for the specified number of rounds.
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<table>
<thead>
<tr>
<th>Number of Rounds</th>
<th>Test data 1</th>
<th>Test data 2</th>
<th>Test data 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PASSED</td>
<td>FAILED</td>
<td>PASSED</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>187</td>
<td>30</td>
</tr>
<tr>
<td>2</td>
<td>132</td>
<td>56</td>
<td>186</td>
</tr>
<tr>
<td>3</td>
<td>188</td>
<td>0</td>
<td>187</td>
</tr>
<tr>
<td>4</td>
<td>185</td>
<td>3</td>
<td>183</td>
</tr>
<tr>
<td>8</td>
<td>188</td>
<td>0</td>
<td>188</td>
</tr>
<tr>
<td>12</td>
<td>185</td>
<td>3</td>
<td>187</td>
</tr>
<tr>
<td>16</td>
<td>188</td>
<td>0</td>
<td>187</td>
</tr>
<tr>
<td>20</td>
<td>188</td>
<td>0</td>
<td>187</td>
</tr>
<tr>
<td>24</td>
<td>187</td>
<td>1</td>
<td>188</td>
</tr>
<tr>
<td>26</td>
<td>188</td>
<td>0</td>
<td>188</td>
</tr>
<tr>
<td>28</td>
<td>187</td>
<td>1</td>
<td>185</td>
</tr>
<tr>
<td>30</td>
<td>184</td>
<td>4</td>
<td>186</td>
</tr>
<tr>
<td>31</td>
<td>186</td>
<td>2</td>
<td>188</td>
</tr>
<tr>
<td>32</td>
<td>186</td>
<td>2</td>
<td>188</td>
</tr>
<tr>
<td>56</td>
<td>186</td>
<td>2</td>
<td>186</td>
</tr>
<tr>
<td>64</td>
<td>186</td>
<td>2</td>
<td>188</td>
</tr>
<tr>
<td>128</td>
<td>188</td>
<td>0</td>
<td>186</td>
</tr>
</tbody>
</table>

After one round, most of the statistical tests fail, but after 3 rounds most of the tests pass successfully. It is important to say, that this is not a constant process. If all tests pass for one round, it does not say, that after one more round, all the tests will pass again (compare Test data 1 for 3 and 4 rounds). That statistical tests might fail is a normal behaviour and can be observed for the statistical testing of random numbers as well\(^5\). A reason for this behaviour might be the fact, that pseudo-random strings are being analysed. Due to the pseudo-randomness it might happen, that tests fail, even for a very high number of rounds (for example \(n_r = 128\)). If the oscillation of failing and passing the tests is connected to the pseudo randomness, one would assume, that all 188 tests have the same probability of failure. An analysis has been conducted and the result is shown in the following table 4.3. The result is, that all test do fail at least once. It is not the case, that only specific tests fail. For the analysis of even more tests, it can be assumed, that the probability of failure (illustrated in the last column) will be more or less the same for all tests.

\(^5\)refer to the test-case on a random input to the STS on the enclosed CD
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#### Table 4.3: Statistical tests and their respective probability of failure

<table>
<thead>
<tr>
<th>Test</th>
<th>Number of Tests</th>
<th>FAILED</th>
<th>Probability of Failure (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>51</td>
<td>4</td>
<td>7.84%</td>
</tr>
<tr>
<td>Block Frequency</td>
<td>51</td>
<td>4</td>
<td>7.84%</td>
</tr>
<tr>
<td>Cumulative Sums (forward)</td>
<td>51</td>
<td>5</td>
<td>9.80%</td>
</tr>
<tr>
<td>Cumulative Sums (backwards)</td>
<td>51</td>
<td>5</td>
<td>9.80%</td>
</tr>
<tr>
<td>Runs</td>
<td>51</td>
<td>4</td>
<td>7.84%</td>
</tr>
<tr>
<td>Longest Run of Ones</td>
<td>51</td>
<td>3</td>
<td>5.88%</td>
</tr>
<tr>
<td>Binary Matrix Rank</td>
<td>51</td>
<td>4</td>
<td>7.84%</td>
</tr>
<tr>
<td>Discrete Fourier Transform</td>
<td>51</td>
<td>7</td>
<td>13.73%</td>
</tr>
<tr>
<td>Non-overlapping Template Matching (148)</td>
<td>7548</td>
<td>481</td>
<td>6.370%</td>
</tr>
<tr>
<td>Overlapping Template Matching</td>
<td>51</td>
<td>3</td>
<td>5.88%</td>
</tr>
<tr>
<td>Maurer’s Universal Statistical</td>
<td>51</td>
<td>4</td>
<td>7.84%</td>
</tr>
<tr>
<td>Approximate Entropy</td>
<td>51</td>
<td>5</td>
<td>9.80%</td>
</tr>
<tr>
<td>Random Excursions (8)</td>
<td>408</td>
<td>37</td>
<td>9.07%</td>
</tr>
<tr>
<td>Random Excursions Variant (18)</td>
<td>918</td>
<td>88</td>
<td>9.59%</td>
</tr>
<tr>
<td>Serial (2)</td>
<td>102</td>
<td>8</td>
<td>7.84%</td>
</tr>
<tr>
<td>Linear Complexity</td>
<td>51</td>
<td>1</td>
<td>1.96%</td>
</tr>
</tbody>
</table>

The goal is achieved, to prove that the output is still statistically independent from the input. The second goal to determine the number of rounds needed for a good confusion and diffusion during encryption with the rescaled AES could not be obtained with statistical testing. This is due to the oscillation of passing and failing of the tests (refer to table 4.2).

#### 4.3.3 Analysis of the diffusion process

The rescaled AES version lacks one diffusion step compared to the ‘standard’ AES. To analyse the diffusion capabilities in more detail, two ciphertexts are compared with each other, where the difference between both is only one bit changed in the plaintext. This is often referred to as the flipping of one bit. A good diffusion capability of a cipher results in the flipping of around 50% of the bits statistically.

Figure 4.3 shows the results for 7 rounds of this flipping. On the left side, a zero-plaintext of 32 bit (32 zeros) and zero-key of 128 bit (128 zeroes) has been used to create a ciphertext. The output of the state up until round 7 is shown. On the right side, the least significant bit in the plaintext flips from 0 to 1, the key stays the same (128 zeroes). The difference between the state on the left and right is colored with yellow markers and gives an indication how fast diffusion is applied in the rescaled version of AES. This so called avalanche effect can be observed in figure 4.3 and results in flipping of multiple bits after just two rounds. The graphic shows that diffusion is still working for the rescaled AES. After more rounds, the percentage of flipped bits is expected to even out closer to 50%.
In this chapter, AES has been rescaled to show, that SPN based ciphers are also able to implement a block length of 32 bit. It turns out, that a general statement on how many rounds are needed for the rescaled AES to be secure, can not be derived from statistical testing. Other methodologies to determine the adequate number of rounds, such as findings short cut attacks ought to bring better results (for example: determine the amount of rounds for which cryptanalysis does work and add a sufficient security margin). By the use of statistical testing, it was shown, that the rescaled AES

![Figure 4.3: Diffusion process for 7 rounds of encryption with the rescaled AES: yellow bits represent flipped bits, on the right side the percentage of flipped bits is indicated](image)

**4.4 Conclusion**
still applies sufficient confusion and diffusion.
As the key is XORed during the Key addition step, only one round key with 32 bit is used in every round. This may lead to problems with weak keys, if the key size is too long. A 128 bit key does need 4 rounds to be used during encryption (32 bit datapath). For the above presented version without changing the key schedule, a high number of rounds needs to be chosen in order to apply sufficient confusion and diffusion during encryption and to mitigate the threat of weak keys. A solution for this might be, to adapt the key schedule to the rescaled version of AES.
5 Analysis of 32 bit block ciphers from a security perspective

This chapter is analysing ciphers with a block length of 32 bit from a security perspective. The state of the art ciphers mentioned above and the rescaled AES can be used as examples. Compared to the 'standard' block length of 128 bit, a block length of 32 bit results in changes of other characteristics of a cipher. These changes can lead to vulnerabilities, as, for example, an adversary may use them to break the cipher or extract the key. In the context of this thesis, the changes of characteristics are being referred to as risk factors. These are basic characteristics of a cipher and do not have to be vulnerabilities per definition\(^1\).

During the creation of this thesis, it has been tried to do a classical risk analysis after ISO 27005. This approach failed out of two reasons:

- Though risks can be determined, they are more or less applicable to all block ciphers (such as "Break of a cipher", "Extracting the key"). The problem is to analyse these risks on an abstract level. As it is hard to determine risks in information security (likelihood * severity), it is even harder for ciphers, where only the block length of 32 bit is specified.
- The terminology does not fit properly for block ciphers. For example it is not suitable to mark a fundamental characteristic of a cipher as a vulnerability.

Therefore the ciphers with a block length of 32 bit are being analysed by their changed characteristics and how these characteristics can be exploited by an adversary.

5.1 Risk Factors

By reducing the characteristic block length to 32 bit, the following characteristics of a cipher do change or need to be adapted compared to block ciphers with a higher block length. A detailed analysis and the impact concerning the security of a cipher is given in the following sub chapters:

- **Block length** set to 32 bit
- **Number of permutations** decreases
- **Number of collisions** increases
- **Number of rounds** of a cipher needs to be adapted (usually decreases)
- **Key size** needs to be adapted (usually decreases)

\(^1\)“Vulnerability: weakness of an asset or control that can be exploited by one or more threats” [36]
5.1 Risk Factors

5.1.1 Block length

Today it is commonly accepted, that the block length of a block cipher must be at least 128 bit (refer to NIST AES call for tenders). On the one hand, if the block length is shorter than 128 bit, the security is decreased, because certain attacks can be performed better on a smaller block length. Such attacks can aim on statistical analysis resulting for example in text dictionary attacks and matching ciphertext attacks. This is specifically the case, if some plaintext-ciphertext pairs happen to come to be known to an adversary. When \(2^n\) plaintext-ciphertext pairs are known to the adversary, the whole dictionary is compromised within that specific permutation. On the other hand, if the block length is too big (bigger than 256 bit), the complexity and therefore resource requirements grow with every bit. For implementing such big block lengths in practice, easy functions are necessary to not make the implementation take too many resources.

Therefore, the characteristic ‘block length’ can be seen as a trade off. If it is getting too small, problems arise, if it is getting to big, there are problems as well. Clearly, a block length of 32 bit is way shorter than the preferred 128 bit. This definitely is the weaker side of the trade off with partly negative side effects. These effects are explained in the following sub chapters.

5.1.2 Number of permutations

The number of permutations \(n_p\) is defined by \(n_p = 2^n\), where \(n\) is the block length. The following table 5.1 shows the number of permutation in relation to the block length.

<table>
<thead>
<tr>
<th>Block length b</th>
<th>Number of permutations (n_p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>128</td>
<td>(\sim 10^{10^{10^{11}}})</td>
</tr>
<tr>
<td>64</td>
<td>(\sim 10^{20^{54}})</td>
</tr>
<tr>
<td>32</td>
<td>(\sim 2.22 * 10^{39507966976})</td>
</tr>
<tr>
<td>16</td>
<td>(\sim 5.16 * 10^{287193})</td>
</tr>
<tr>
<td>4</td>
<td>(\sim 2.09 * 10^{13})</td>
</tr>
<tr>
<td>2</td>
<td>24</td>
</tr>
</tbody>
</table>

The smaller the block length, consequently the smaller the number of permutations. Note, that the number of permutations is calculated as a factorial. By reducing the block length, the number of permutations is reduced very quickly as can be seen in the table 5.1. The shorter the number of permutations, the chance of an adversary rises, to try every single permutation and therefore to brute force the ciphertext. This succeeds with a higher probability, if the plaintext actually consists of meaningful strings or does have high entropy. If the plaintext is a pseudo-random number (for example a product number), the adversary has limited chance to determine, if the brute-forced plaintext is in fact the correct plaintext. For this kind of attacks, the adversary does not need to
know the key. They are based on statistical approaches on the ciphertext and do not aim on breaking the cipher itself.

When implementing a lightweight cipher, it should be considered, that the computing power rises every year, raising the opportunity to brute-force a small block in a couple of years, which has a sufficient block length meeting today’s conditions. The full number of permutations usually is not used within a cipher, since the key space\(^2\), defined by \( K = 2^k \) is limiting the number of actually used permutations (for most block ciphers: \( n_p >> K \)), as a permutation is specified by the associated key (refer to chapter 2.3 "Block cipher"). This is because a permutation is specified by the associated key. Therefore it can be easier for an adversary to brute-force all the keys of a cipher, since this number is far less. An analysis of the characteristic key size is given in chapter 5.1.5 "Key Size”.

5.1.3 Number of collisions

As the birthday paradox states, the probability of two people having birthday on the same day in a group of 23 people is bigger than 0.5. This idea can be applied to block ciphers as well [3, p. 341ff]. The encryption function of a block cipher should be a pseudo-random permutation. Therefore it might happen, that in an output stream, two ciphertext blocks encrypted under the same key occur. In this case, due to the pseudo-random permutation, the plaintexts for these two ciphertext blocks are the same as well. Following the birthday paradox, it is possible to find a collision well before all the possible ciphertexts have been send. This barrier is \( 2^{\frac{n}{2}} \) blocks of data encrypted under the same key and is commonly known as the birthday bound. For 32 bit block length it is just 256 kB\(^3\). The following table 5.2 shows this calculation in comparison to other block lengths and their respective birthday bound.

<table>
<thead>
<tr>
<th>Block length</th>
<th>Birthday Bound</th>
<th>Calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>128</td>
<td>256 EByte</td>
<td>( 2^{64 \times 128bit} ) ( \frac{8 \times 1024^3}{8} )</td>
</tr>
<tr>
<td>64</td>
<td>32 GByte</td>
<td>( 2^{32 \times 64bit} ) ( \frac{8 \times 1024^3}{8} )</td>
</tr>
<tr>
<td>32</td>
<td>256 kByte</td>
<td>( 2^{16 \times 32bit} ) ( \frac{8 \times 1024}{8} )</td>
</tr>
<tr>
<td>16</td>
<td>512 Byte</td>
<td>( 2^{8 \times 16bit} ) ( \frac{8 \times 1024}{8} )</td>
</tr>
<tr>
<td>4</td>
<td>2 Byte</td>
<td>( 2^{4 \times 4bit} ) ( \frac{8}{8} )</td>
</tr>
<tr>
<td>2</td>
<td>4 bit</td>
<td>( 2^{1 \times 2bit} ) ( \frac{8}{8} )</td>
</tr>
</tbody>
</table>

\(^2\)The set of all possible keys is called the key space [3, p. 5]

\(^3\)this is the amount of data, an adversary needs to intercept, to have a chance of finding a collision. 256 kB can be send over the internet in one second (assuming a data rate of 2 MBit/s)
After $2^n$ blocks of data encrypted under the same key, according to the following formula, at least one collision is expected with a probability of $p \approx 0.3935$ where $D = 2^{\frac{n}{2}} = 2^{16}$ and $N = 2^n = 2^{32}$ [37]:

$$p = 1 - \prod_{i=0}^{D-1} \frac{N-i}{N} \approx 0.3935$$

The above stated equation is only depending on the block length itself. The occurrence of collisions therefore is only based upon the characteristic block length.

For a cipher not using any modes of operation or using modes of operation without chaining, such as ECB, collisions might appear with a high probability well before the birthday bound [37, p. 4]. This is enhanced by plaintexts containing a lot of redundancy. If this is known to an adversary, it can help to successfully attack a cipher.

When using modes of operation, attacks using the birthday bound are practical as well. As AES is designed "to be secure even if the adversary obtains nearly $2^{128}$ input-output pairs" [38, p. 126], most common modes of encryption are not proven to be secure after $2^{64}$ blocks of data being encrypted under the same key [38, p. 126]. Bhargavan and Leurent proposed an attack on the modes of operation (specifically the most used CBC and Counter (CTR) modes) for block ciphers, they called 'Sweet32'. For the example of the CBC mode, it is aimed at the occurrence of collisions of two ciphertext-blocks: $c_i = c_j$. Because the encryption function of an arbitrary block cipher is a permutation, a collision of two ciphertext-blocks means, that the inputs to the respective encryption function $E$ are the same too. This results in the revealing of the XOR between two plaintext blocks [37]:

$$c_i = c_j \quad \text{with} \quad c_i = E_i(m_i \oplus c_{i-1}) \quad \text{and} \quad c_j = E_j(m_j \oplus c_{j-1})$$

$$m_i \oplus c_{i-1} = m_j \oplus c_{j-1}$$

$$m_i \oplus m_j = c_{i-1} \oplus c_{j-1}$$

The knowledge of an XOR between two plaintext blocks can be used by an adversary to mount certain attacks. After Bhargavan and Leurent, these attacks have a higher probability to succeed if the following conditions are true [37]:

- a fixed secret is sent repeatedly
- some fraction of the plaintext is known

In this case, there is a chance, that the XOR between the two plaintext blocks reveals the secret assuming the condition that one plaintext block contains the fixed secret and the other a known plaintext.

For the CTR mode, it is harder to achieve fractions of the plaintext. It can be done as well, when the adversary knows parts of the plaintext before (more information on that attack can be found here [39]).

Interestingly enough, the attacks described above, are based on the ciphertext itself, the attack can be mounted without the adversary requiring to learn the key. The only condition for these kind of
attacks is, that the plaintexts must be encrypted under the same key.

5.1.4 Number of rounds

The number of rounds is an important security characteristic of a cipher. It strongly depends on the speed of the cipher to apply sufficient diffusion [40, p. 91]. The number of rounds for a cipher should be chosen carefully, considering the trade-off between efficiency and security. Whereas the goal is to use as minimum rounds as possible out of performance reasons, the resistance of a cipher against cryptanalytic attacks increases with the number of rounds. In cryptanalysis it is a common approach, to try to break a round-reduced version of a cipher in order to learn more about the full-round version (refer to chapter 3 "State of the art 32 bit block ciphers").

Comparing block ciphers with a variable block lengths in general leads to the following tendency: The higher the block length, the higher the number of rounds (for example refer to table 4.1). This is to ensure full confusion and diffusion on the whole datapath, depending on the block length. The previously presented table 3.6 also lists ciphers with a variable block length. These ciphers give a good indication on the change of the number of rounds compared to the block length. Differences in the number of rounds result from the different underlying designs of the respective ciphers (Feistel, NLFSR, SPN).

5.1.5 Key size

The key in a block cipher is used to specify a single permutation out of the whole number of possible permutations. As discussed before, the number of permutations is strongly connected to the block length and decreases as the block length is decreased. Consequently, as the number of permutations is reduced, the key space should be reduced as well. Otherwise, the chance that two different keys are specifying a single permutation is higher. Therefore a smaller key space is needed for block ciphers with 32 bit block length compared to 128 bit. This can be observed in the previously presented table 3.6 of 32 bit block ciphers. For example RC5, SIMON and SPECK support variable block lengths and variable key sizes. The tendency herein is: For smaller block lengths, smaller key sizes are proposed as well. An exception to this tendency marks the proposal of Rijndael, since every proposed block length can be combined with any proposed key size to form one of the 25 ciphers.

A reduced key space offers the possibility of exhaustive key search. This should be considered, when developing a new lightweight block cipher. In the list of previously presented ciphers shown in table 3.6, the key size does not fall under 64 bit. For the selection of the key size, the respective confidentiality level of the data to be encrypted should be considered, as well as an accumulation of data. Also, the prospective development of the computing power needs to be taken into account. It rises every year, making key spaces vulnerable for exhaustive key search in the future, if
the prospective development is not considered during development. The key size being large enough to preclude exhaustive key search is "[...] a necessary, but usually not sufficient, condition for an encryption scheme to be secure" [2, p. 21]. When other ways to break the cipher are more efficient, the key size is not as crucial for the security of a cipher, as discussed before in chapters block length, number of permutations and number of collisions.

5.2 Mitigating measures

To mitigate the above evaluated risk factors for block ciphers with a block length of 32 bit, certain measures have to be considered and implemented within the specification of a product. In the following, these measures are identified and described in more detail.

1. **The Key needs to be changed before the birthday bound is reached** (also referred to as **Rekeying**).
   
   Considering the specific use-case, rekeying can be achieved by the use of different methods, which are heavily based on the amount of participants needing to know the new key. Procedures for rekeying can be divided in symmetric and asymmetric methods. Often it can be useful to establish a central key-server with the task to manage all the keys for all participants in a network.
   
   As shown above, the key needs to be changed well before the birthday bound is reached. For a 32 bit block cipher this threshold is well before 256 kByte of data.

2. **When modes of operation are being used, they should be selected considering their capability of providing security even when the birthday bound is reached.**

   To mitigate the problem with the birthday bound when using modes of operation, a lot of modes of operation have been proposed, providing security beyond the birthday bound. These modes of operation are not described here, as this topic leaves the focus of this thesis and as new modes are being proposed constantly.

3. **The number of rounds needs to be adapted** according to
   
   - the best known shortcut attack plus a sufficient security margin and
   - the efficient implementation of the lightweight block cipher making it suitable for resource constraint environments.

   This point refers to the previously described trade-off between security on the one side and performance on the other side. For example, as the security would benefit from a high number of rounds, the performance of the cipher would lack, making it impractical for the application in resource constraint environments.

4. **The key size should be chosen adequately to the security-level of the cipher**, considering the reduced key space based on the reduced number of permutations.
5.3 Conclusion

This chapter showed, that by reducing the characteristic block length to 32 bit, a lot of related characteristics change as well or need to be adapted. These changes can lead to crucial security issues (risk factors), where the security of a cipher can not be assured any longer under all possible conditions. To mitigate these issues, measures have to be implemented, resulting in the cipher being secure under certain conditions and for a designated use.

It is important, that for such a short block length, the characteristic key size is not as important as for block ciphers with a bigger block length. An adversary does not necessarily need to know the key to be able to extract the plaintext. As this can be mitigated for ciphers with a block length of 32 bit, it is expected to be more severe when the block length is reduced even further.
6 Conclusion and Outlook

This thesis focussed on block ciphers with a block length of 32 bit. As a conclusion the three basic questions from the introduction are being recalled with their respective short answers:

1. Are there 32 bit block ciphers already existing?
   As of today, state of the art 32 bit block ciphers are already existing. Some of them are broken and some of them are suspected to be vulnerable to cryptanalytic attacks. An overview can be found in table 3.6. Whereas most of the ciphers implement a Feistel- or NLFSR-based scheme, no cipher has been found implementing an SPN. This fact is used for the creation of an own cipher.

2. Are there other possibilities to create a block cipher with 32 bit?
   Within this thesis, it has been shown, that AES can be rescaled to a 32 bit block length. According to the output of specific tests, the rescaled version seems to be a good alternative to the other presented, state of the art ciphers. It applied good confusion and diffusion. Further cryptanalysis needs to be conducted in order to determine the minimal number of rounds for which no shortcut attacks exist. A certain security margin needs to be evaluated and added to this calculated number of rounds, bearing in mind the predicted development of computing power and the unpredictable development of new attacks to break a cipher. Also it might be necessary to adapt the key-schedule and the key size of the cipher as well, to make this cipher even more suitable for lightweight cryptography.

3. What kind of security issues derive from 32 bit block length and how can these be mitigated?
   The methodology proposed in ISO 27005 for risk assessment could not be applied to conduct a security analysis of block ciphers with a block length of 32 bit. If the block length is reduced to 32 bit, other characteristics of a cipher change or need to be adapted. Adapting specific characteristics may lead to the cipher being more vulnerable against certain kinds of attacks. Risk factors have been derived, resulting in the cipher being insecure if not properly mitigated.

This thesis showed, that 32 bit block ciphers can be implemented in a secure way. It should be always considered, that such a short block length should be only used for a specific use case, and not for 'normal', everyday cryptography. The data to be encrypted should be analysed and decided, which lightweight encryption scheme ought to be used, according to their respective level of confidentiality. For this analysis an aggregation of data must be considered, meaning, that a block of data may be of not much use to an adversary, but an aggregation of a lot of blocks might give in
fact valuable information.
For the use-case 'Museum' presented in the introduction, multiple possibilities are at hand. On the one side, a state of the art 32 bit cipher can be implemented. As some of the ciphers presented in this thesis are broken, the secure ones should be preferred (such as SIMON, SPECK or SIMECK). The cipher DLBCA is too recent and too little cryptanalysis was conducted on it. Another possibility could be, to implement the herein presented rescaled version of AES. It has the advantage, that its S-Box is developed by independent researches and has been subject to substantial public cryptanalysis.
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