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Abstract: Surgical tool classification is a fundamental component for understanding surgical workflow of laparoscopic 

interventions. Image-based approaches using convolutional neural networks (CNN) have been prominent with availability of 

computing infrastructures and achieved high performance. However, such approaches need to be assessed in terms of 

robustness and generalisability to new data sources. Previous works have revealed low generalisation performance of CNN 

base models. This work proposes a method to enhance CNN generalisability by fusing features from multiple intermediate 

layers. Experimental results showed good improvement in generalisation performance on data obtained from new clinics and 

unseen types of procedures. 
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I. Introduction 
Surgical workflow analysis has been an active research area 

as it is a major key to transfer current operating theatre to 

the next advanced generation. Cognitive understanding of 

surgical processes, which is an aim of analysing surgical 

workflow, enables developing cooperative assistant 

surgical systems. Such systems have the potential to assist 

surgical team to improve surgical outcome and patient care. 

Identifying surgical tools being in use at every time step is 

fundamental for recognising performed surgical activities 

and, therefore, understanding the surgical workflow. 

Several techniques have been introduced for detecting 

surgical tools. Early techniques were based on installing 

radio-frequency identification (RFID) tags on surgical 

tools. Tool usage signals were acquired from special 

sensors installed on trocars [1]. Recent approaches were 

based on analysing laparoscopic videos. Such approaches 

are preferable since laparoscopic videos are acquired 

without any need to install additional devices that might 

interfere human operators inside the operating theatre. 

Initially, hand-crafted visual features, such as colour [2] 

and gradient [3] features, have been used for classifying 

surgical tools in laparoscopic images. With the success of 

deep learning approaches in computer vision tasks, 

convolutional neural networks (CNN) have been proposed 

for analysing the content of laparoscopic images. Twinanda 

et al. proposed a CNN architecture called EndoNet for 

recognising surgical tools and surgical phases in 

cholecystectomy images [4]. In other studies, CNN 

performance was improved by employing loss-sensitive 

learning [5] and by incorporating temporal dependencies 

[6]. 

The reported results of CNN-based approaches reflect high 

capability of CNN to classify surgical tools in laparoscopic 

images. However, model training and evaluation was 

conducted on images from a single dataset. Therefore, 

generalisation capability of CNN model to images from 

different datasets need to be assessed. Abdulbaki Alshirbaji 

et al. performed cross-data evaluation of CNN models for 

surgical tool classification [7,8]. The datasets were 

recorded at different clinics. The results showed a 

performance drop on data from unseen sources [7]. 

This work aims to evaluate generalisation capability of a 

base-CNN model and propose a method to improve CNN 

generalisability to new data source. Following the concepts 

presented in [9], features learnt by CNN at different stages 

(shallow and deep layers) were combined with the model 

features (at the last layer) to boost model generalisability. 

In this study, the architecture of ResNet-50 model was 

modified accordingly and denoted as ResNet50-Fused. The 

generalisation performance of the base and the modified 

model was evaluated on three datasets.  

II. Material and methods 

II.I. Datasets 
Three datasets were used in this work: Cholec80 [4], 

EndovisChole [10] and Gyna16. Cholec80 contains 80 

cholecystectomy videos acquired from one clinic in France. 

Seven surgical tools were used in Cholec80 dataset. 

EndovisChole dataset has 33 videos of cholecystectomy 

procedures recoded at three clinics in Germany. There are 

21 surgical tools used in these procedures. Gyna16 dataset 

was recorded in another clinic and was labelled for surgical 

tools. The procedures of Gyna16 are of type gynaecology 

and includes 26 surgical tools. 

II.I. CNN model 
The architecture of ResNet-50 model was modulated. The 

features of the third, seventh and thirteenth layer were fused 
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with the features of the last layer after passing through 

rectified linear unit (ReLU) and a global average pooling 

(GAP) layers (see Figure 1). Figure 1 shows the modified 

architecture (ResNet50-Fused). 

 

Figure 1: Proposed multi-layer fused feature (ResNet50-Fused). 

ResNet50 and ResNet50-Fused were trained using 40 

videos of Cholec80 dataset. The remaining data were used 

for evaluation. Additionally, EndovisChole and Gyna16 

were used for evaluating generalisation capability of the 

CNN model. The surgical tools which have similar visual 

appearance across the datasets were only considered in this 

study. The binary cross-entropy function was used for 

computing the tool loss. The tool losses were weighted 

according to the distribution of tool samples in the training 

data to reduce the effect of imbalanced data on model 

training. 

III. Results and discussion 
This work presents an approach to improve CNN 

generalisability by combining features of intermediate 

layers with the last layer features. The performance of 

ResNet-50 and ResNet50-Fused was evaluated on three 

different datasets for surgical tool classification. 

 

Figure 2: Average precision of ResNet-50 and ResNet-50-Fused 

on Cholec80, EndovisChole and Gyna16 datasets. 

ResNet-50 achieved a mean average precision (mAP) of 

88.54% on data from Cholec80 dataset (see Figure 2). 

However, experimental results revealed a limited 

generalisation capability of ResNet-50 to other datasets 

(EndovisChole and Gyna16). The mAP dropped by 27.1% 

on EndovisChole dataset. Testing the model on a different 

type of procedures yielded lower performance. By fusing 

CNN features at multiple stages, the performance enhanced 

by 2.79% and 4.56% on EndovisChole and Gyna16, 

respectively (see Figure 2). 

Surgical tools rarely used like scissors and bag have lower 

generalisation performance than other dominant tools like 

grasper and hook. ResNet50-Fused improved the 

performance particularly for scissors, irrigator and bag. 

However, ResNet50 and ResNet50-Fused failed to detect 

hook in unseen datasets (EndovisChole and Gyna16). 

IV. Conclusions 
This work evaluates the feasibility of fusing CNN features 
at multiple layers to improve generalisability to data from 
unseen sources. The proposed method showed improvement 
particularly for detecting under-presented surgical tools. 
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