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Abstract. Surgical tool classification is an essential component to analyse the surgical workflow of laparoscopic 

intervention. It has many potential applications, for instance, developing decision-support systems, automatic 

indexing of laparoscopic videos, and assessing surgical skills. In this work, a framework for surgical tool 

presence detection is presented. The proposed approach consists of a CNN model and two LSTM units to model 

spatial and temporal information encoded in the laparoscopic video. The proposed approach achieved a mean 

average precision of 94.57%. Experimental results show the value of temporal modelling in improving the 

classification performance of surgical tools.   

Keywords: Surgical tool classification; Laparoscopic video; CNN; LSTM.  

1 Introduction  

Current operating rooms are equipped with advanced surgical devices and instrumentations. Those devices 

enable performing the surgical intervention and provide the surgical team with the necessary information. 

However, it is challenging for the surgeon to process all available data from different surgical devices and keep 

focusing on surgical actions. Hence, active research has been conducted to analysis surgical workflow, in 

particular for laparoscopic interventions.   

Laparoscopic interventions provide a wealth of data as this type of procedures are performed with special 

instrumentations like laparoscopic camera which enable monitoring the procedure [1]. Thus, the main focus of 

the conducted research has been on analyzing laparoscopic videos for several purposes. Identifying surgical 

tools in laparoscopic images is essential for recognizing surgical actions and phases. That kind of knowledge 

can serve other intelligent systems with a variety of potential applications. For instance, notifying the surgeon 

with possible complications, provide assistive guidance, automatic indexing of videos for training purpose and 

predicting required time to optimize schedule of operating room [1–3].          

The revolution of computing power and availability of surgical data have empower applying deep learning 

approaches. Twinanda et al. released Cholec80 dataset and proposed a convolutional neural network (CNN) 

architecture called EndoNet to perform surgical phase and tool recognition [4]. However, the prediction of 

EndoNet model was based only on a single image. Nevertheless, many disturbances can occur in laparoscopic 

images, for example, emergence of smoke [5, 6], bleeding or light reflections. Hence, anatomical structures and 

surgical tools might be covered due to such disturbances, and thus impeding capability of image-based 

approaches. To alleviate the challenging nature of laparoscopic images, modelling temporal information along 

the video were addressed using different techniques. Hidden Markov model (HMM) [4, 7], graph convolutional 

network [3], nonlinear autoregressive network with exogenous inputs (NARX) [2], and long short-term memory 

(LSTM) [8–12] were used to detect surgical tools and/or phases.   

In this work, a deep learning approach for classification surgical tools in laparoscopic images was proposed. A 

CNN model was used to encode spatial features from laparoscopic images. Two LSTM units utilised CNN 

features of labelled and some unlabelled frames to model temporal dependencies along short and complete 

sequence of procedure video.    

2 Methods  

2.1 Model overview  

A pipeline consisting of a CNN and two LSTM units was implemented. Fig. 1 depicts an overview of the 

methodology pipeline. The CNN was employed to capture visual features of a laparoscopic frame. To obtain 
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high-level discriminative features, the CNN model was initially trained on cholecystectomy images to perform 

surgical tool detection and surgical phase recognition. To this ends, the architecture of the CNN was modified 

to perform those tasks similar to the EndoNet architecture [4]. Every single labelled frame and a number of 

surrounding unlabelled frames formed a short sequential data. Using the trained CNN model, visual features 

were extracted for every frame in the short sequences. The first LSTM unit exploited the CNN-features of every 

short data sequence. Thus, temporal dependencies across the short sequence were utilised. To enhance the 

performance further, a second LSTM unit was employed to consider temporal information along the entire 

video.   

  

  
Fig. 1. Pipeline architecture of the proposed approach. Labelled and unlabelled frames are in green and grey rectangles, 

respectively.   

2.2 Dataset description  

Eighty cholecystectomy videos of Cholec80 dataset [4] were used in this work. The videos were recorded at 

University Hospital of Strasbourg at 25 Hz. The dataset contains labels for surgical phases at 25 Hz and labels 

for surgical tools at 1 Hz. The surgical tools defined in Cholec80 dataset are grasper, bipolar, hook, scissors, 

clipper, irrigator, specimen bag. Forty videos were used for training, and the remaining videos were used for 

performance evaluation. The distribution of training and testing data are shown in Fig. 2.  

 
  

Fig. 2. Distribution of surgical tools in the training and testing data.   

2.3 Experimental setup  

The base model ResNet-50, pretrained on ImageNet dataset, was employed. The model was trained for ten 

epochs with an initial learning rate of 2.10-3. The batch size was set to 50 images. The first LSTM contained 

512 cells, whereas the second LSTM had 4096 cells. Each of the LSTMs was trained for 30 epochs with an 

initial learning rate of 1.10-4. The first LSTM had a batch size of 50 short sequences. The length of every short 
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sequence was set to 21 frames, where a labelled frame was in the middle of the sequence. The second LSTM 

was trained with a batch size of one video.   

A fully-connected layer with seven nodes was used in each model to perform tool classification. This layer had 

a sigmoid activation function since the task was a binary classification. The cross-entropy function was used to 

compute loss of each tool. Tool losses were weighted according to the number of images belonging to each tool 

in the training data, as in [13]. The proposed approach was implemented using Keras framework. The 

implementation was conducted on a PC with NVIDIA GeForce RTX 2080Ti GPU.   

3 Results  

Each component of the proposed approach was evaluated on the same testing set. Fig. 3 presents the average 

precision (AP) of each surgical tool and the mean AP over all tool for CNN and LSTMs.  
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Fig. 3. Average precicion of tool classification yielded from each component of the proposed pipeline.  

4 Discussion  

This work presents a framework for classifying surgical tools in laparoscopic videos. The framework is based 

on utilisation of spatial and temporal information encoded in videos. To this end, ResNet-50 and two LSTM 

units were employed.  

The CNN model had a high capability to identify surgical tools in a laparoscopic image. However, the CNN 

model failed to detect surgical tools when they were partially appeared in the scene or were covered by smoke, 

blood or a tissue. Therefore, using some unlabelled frames before and after the target frame (labelled frame) 

helps to recognise surgical tools. Hence, applying the first LSTM unit improved the classification results for 

all surgical tools (see Fig. 3).   

The laparoscopic procedure can be segmented into some surgical phases which are executed in some specific 

order. Since particular surgical tools are used in each surgical phase, there is a correlation between surgical 

phases and tool usage. Thus, modelling sequential dependencies along entire video, conducted by the second 

LSTM unit, enhanced the average precision for all tools, except for grasper (see Fig. 3). Grasper is used 

frequently during the entire procedure and appear in all surgical phases, and hence, applying the second LSTM 

had a marginal effect on enhancing performance for this surgical tool.  

The proposed approach achieved a mean average precision of 94.57% higher performance than state-of-the-art 

methods. Twinanda et al. reported a mean average precision of 81% with EndoNet model [4]. Jin et al. used a 

loss function which models correlation between surgical phases and tools, and an average precision of 89% for 

tool presence detection was reported [14]. Similar to our approach, Wang et al. proposed a CNN and graph 

convolutional networks (GCN) to model spatial and temporal information, respectively, across short video 

clips. The CNN-GCN approach achieved a mean average precision of 90.13% [3].  

The CNN and LSTM models were trained separately. It would be interesting to train the complete framework 

and investigate the effectiveness of end-to-end training. Moreover, the robustness of the proposed approach to 

data from different surgical sources could be evaluated.    
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5 Conclusion  

Experimental results demonstrate the value of exploiting temporal information for surgical tool classification. 

Moreover, this study highlights feasibility of using unlabelled data to improve the classification performance.  
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