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Abstract: Deep learning approaches have been extensively 

developed to promote intelligent applications, such as surgical 

tool detection in surgical videos, inside the operating rooms 

(ORs). However, robustness and high-performance accuracy 

are demanding for such high-risk applications. In this paper, 

the Squeeze and Excitation (SE) and Convolutional Block 

Attention Module (CBAM) were employed and evaluated for 

improving surgical tool classification in laparoscopic videos. 

Experimental results explicate the advantage of both attention 

modules to the tool classification task. The SE and CBAM 

achieved mean average precision (mAP) of 88.38% and 

88.40%, respectively, compared to 86.35% achieved by the 

base CNN model.

Keywords: Attention Modules, Deep Learning, Imbalanced 

Data, Laparoscopic Videos, Surgical Tool Classification.

1 Introduction

Artificial Intelligence (AI) has become a popular topic over 

the recent years. The implementation of deep learning, a subset 

of AI, has been adapted into everyday life through applications 

(APPs) of leisure and security. The ability and success of deep 

learning in image processing has paved the way for its 

utilization in different domains such as the medical field [1]. 

The use of AI during surgery has gained a lot of interest, 

opening a path towards smart operating rooms (ORs) that 

optimize surgical treatment and assist medical teams [1, 2].

Automatic recognition of surgical tools and phases [3, 

4] in surgical videos, i.e. laparoscopic videos, is an important 

application of AI inside ORs of the future [5]. During last 

years, convolutional neural networks (CNNs) have been 

employed to perform tool classification in laparoscopic images

[6–11]. To improve classification performance, various deep 

learning approaches have been developed and adapted to 

overcome the task-related challenges such as temporal 

relationship between adjacent frames and imbalanced data. In 

this respect, domain-related losses were introduced [7, 10], 

and temporal information along the video sequence was 

modelled using recurrent neural networks such as long short-

term memory (LSTM) [6, 10, 12, 13].

Recently, attention modules were adopted into existing 

CNN architectures for finer and more informative feature 

focus. Shi et al. evaluated an attention driven model for real 

time tool detection, and they achieved state-of-the-art results 

on three datasets [11]. Similarly, Hu et al. evaluated the use of 

an attention guided technique with two Convolutional Neural 

Networks (CNN) achieving mean average precision of 86.90% 

on m2cai16-tool dataset. These works show that 

implementation of attention is beneficial and achieves better 

performance over base models.

In this study, the impact of attention modules on tool 

classification in laparoscopic videos was analysed. The CNN 

architecture of ResNet50 [14] is used, with pre-trained 

weights, as the base model. Two attention modules, the 

Squeeze and Excitation (SE) [15] and Convolutional Block 

Attention Module (CBAM) [16], added to the base model, 

were studied and compared. All models were evaluated on the 

Chlolec80 dataset using the average precision (AP). For 

further analysis, the prediction visualization technique of 

Gradient-weighted Class Activation Mapping (Grad-CAM)

[17] was also performed.
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2 Methods 

To analyse the impact of attention modules on surgical tool 

classification in laparoscopic videos, three models were 

evaluated. The first model, hereby referred to as the base 

model, was based on the ResNet50 [14] architecture, due to its 

high performance on the similar task in previous work [6]. The 

Softmax layer was replaced with a sigmoid activation layer for 

multi-class classification. The second model incorporated the 

attention module of SE [15] into the base model, while the 

third involved the CBAM [16] attention module added to the 

base model. The three models were trained using the pre-

trained parameters on ImageNet [18] as an initial start for the 

parameters, also known as transfer learning. 

2.1 Model architecture & training 
options 

Attention modules have been showing improvement in the 

representation abilities of CNN by finding correlations 

between the different feature spaces [15]. The first attention 

module implemented, the SE module, is able to improve neural 

network performance by calculating the different channel wise 

inter-dependencies. The second module selected was the 

CBAM, this attention block adds to the work of the SE by 

focusing not only on the channel information but also on the 

spatial domain [16]. These attention modules were chosen as 

they can be easily integrated into any existing architecture 

without significantly affecting computational performance. 

Four attention modules were added into the existing base 

model at the early layers, inside the second and third 

convolution blocks of the ResNet50. The models were trained 

on 10 Epochs, at a varying learning rate starting at 0.002 and 

dropping 0.0009 after every iteration. An adaptive moment 

estimation (ADAM) optimization function with 0.9 gradient 

decay factor was used with a batch size of 50. 

The implementation was carried out using MATLAB 

2021a on a windows Intel Xeon 2.20 GHz with NVIDIA 

graphic card (GeForce RTX 2080Ti). The training time for the 

ResNet50 and ResNet50-SE was approximately 75 minutes 

per epoch. The ResNet50-CBAM required an additional 15 

minutes per epoch. The Inference time on the testing set took 

approximately 17 minutes on each model. 

2.2 Data description 

The Cholec80 [9] database is a collection of 80 

cholecystectomy procedures recorded at the University 

Hospital of Strasbourg.  The recording was performed at a rate 

of 25 frames per second (fps) with tool annotations at 1 fps. 

The dataset contains seven surgical tools of Grasper, Hook, 

Bipolar, Scissors, Clipper, Irrigator, and Specimen Bag. The 

tools were annotated with the condition that at least half of the 

tool tip is present in the video frame. 

2.3 Performance criteria 

A performance criteria was set to analyse and compare all 

models. The first 40 videos from the Cholec80 dataset were 

used for training and the last 40 videos for testing. The 

performance of the models was evaluated based on the mean 

average precision (mAP). 

To visualize the prediction focus area of the different 

models, the visualization technique of Grad-CAM [17] was 

utilised. The visualization was calculated between the Sigmoid 

activation layer and the Rectified Linear Unit (ReLU) layer 

“activation_49_relu” of the different models. 

Table 1: Distribution of Tools in both Training and Testing Sets. 

Tool Training Set Testing Set Total 

Grasper 56800 45788 102588 

Bipolar 4106 4770 8876 

Hook 48437 54669 103106 

Scissor 1624 1630 3254 

Clipper 3217 2769 5986 

Irrigator 5384 4430 9814 

Specimen Bag 5760 5702 11462 

3 Results & Discussion 

Table 1 presents the distribution of each tool in the training 

and testing sets. As seen from the distribution, the tools in each 

set are not uniformly distributed with a bias of the Grasper and 

Hook classes. 

3.1 Model performance 

The performance of the different models on the testing set are 

represented in Table 2. The results show that the attention 

modules improved the performance achieving, on average, an 

increase of around 2% over the base CNN model. This 

suggests that attention incorporated networks are able to focus 

cdbme_2022_8_2.pdf   677 8/29/2022   5:46:37 PM

677



on more informative features and neglect non-essential ones 

for tool classification.

Table 2: Mean Average precision (mAP) for the ResNet50, 
ResNet50-SE and ResNet50- CBAM models.

ResNet50 ResNet50-SE ResNet50-
CBAM

mAP 86.35% 88.38% 88.40%

In Figure 1, the Average Precision (AP) of each tool and 

the mAP are shown. As seen from the results, the base 

architecture of ResNet50 achieved the lowest performance on 

the different tools when compared to the attention modules, 

except for Grasper. This exception was attributed to the high 

representation of the Grasper in the training dataset. This 

phenomenon can also be observed for the Hook class, where a 

near similar performance measure can be seen between the 3 

models. This comes in contrast to the improvements achieved 

by the attention models for the other classes. 

Both attention modules, SE and CBAM, achieved similar 

performance. However, the CBAM attention module showed 

a slight increase in performance compared to the SE. To get a 

better perspective and visual of where the model was focusing 

for decision making, the Grad-CAMs were computed and 

visualized.

Figure 2 represents the Grad-CAM visualizations on a 

sample of images for 2 classes of Clipper, Specimen Bag and 

Irrigator for each of the 3 models. As seen, the attention 

networks were able to focus more on the tool than the Base 

model thereby improving performance. A comparison 

between the Grad-CAMs of the SE module to the CBAM 

module showed that the area of concentration of the CBAM 

was larger than that of the SE. This influence is due to the 

module architecture concept, where the CBAM considers 

more information (channel and spatial information) than the 

SE.

The attention modules also helped addressing the 

imbalanced data problem faced. This is an important aspect as 

they were able to classify the tools with low incidences with 

high accuracy.

4 Conclusion

In this study, the impact of adding attention modules on base 

CNN model performance for surgical tool classification was 

analysed. The results showed that the attention modules 

improved the performance of the models with a range of 2%. 

The Grad-CAM visualizations also showed that the attention 

modules helped the network to focus on more informative 

features. Attention modules were also able to overcome the 

imbalanced data problem. The CBAM architecture performed 

slightly better than the SE. Taking into consideration the focus 

area of the CBAM attention block, future work will rely on 

this attention module.
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Figure 1: Average Precision (AP) of the tool presence detection of 
each tool for the three models.

Figure 2: Grad-CAM visualizations and probabilities of 2 classes 
of Bipolar and Specimen Bag. Original image, ResNet50, 
ResNet50-SE and ResNet50-CBAM (Left to right).
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