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Abstract: Minimally invasive surgery has many advantages 
and cannot be missed nowadays. It leads to faster recovery and 
less surgical trauma. In laparoscopic surgery years of training 
are required to optimize patient outcomes. To visually support 
the surgeon during stomach surgery a 3D-reconstruction of the 
whole organ shall be created prior and during the procedure. 
Results might be beneficial for various applications such as 
before-and-after documentation, navigation support and 
autonomous robotic surgery. The technical implementation of 
3D-reconstruction requires depth estimation which is 
challenged due to the environmental conditions and surgical 
constraints that exist in the human body during minimally 
invasive surgery. This paper focuses on the requirements of 
3D-reconstruction in laparoscopy, reveals current research 
challenges and proposes an evaluation framework for optical 
depth estimation techniques. Eight methods were included in 
the evaluation. Scores considering the requirements were 
established and assigned to each method. The methods 
Deformable Shape-from-Motion, Stereoscopy, Shape-from-
Motion, Simultaneous Localization and Mapping, Structured 
Light and Light-Field Technology were shown to partially 
fulfill the requirements for laparoscopic 3D-reconstruction. 
Shape-from-Shading and Time-of-Flight need extensive 
modifications to be applicable. In conclusion it can be stated 
that currently no method exists to realize a real time high-
resolution 3D-reconstruction of inner organs during 
laparoscopy. 
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1 Introduction 

So far research and industry could not develop a laparoscope 
with the ability to generate a 3D-reconstruction of the whole 
stomach and/or other organs. 3D organ models would come 
with multiple advantages. The surgeon could get an overview 
comparable to open surgery, the 3D-reconstruction could be 
used for documentation before and after an intervention and 
the 3D models might support autonomous robotic surgery [1]. 

This paper determines the prerequisites for 3D-
reconstruction in laparoscopy and several optical depth 
estimation techniques with a strong intention to support 
researchers in improving laparoscopic surgery. 

1.1 Depth estimation techniques used in 
research projects 

A 3D point cloud containing the depth information of an object 
can be used to generate a 3D-reconstruction. A solution to 
create 3D points is using optical depth estimation techniques 
which are based upon image processing. To get the complete 
depth information, different camera perspectives are essential 
which is achieved with the help of camera motion. 3D-
reconstruction of an object, which is also known as a 3D-
model, is complete and can be visualized through packing each 
3D point with the RGB values of the original images (Fig. 1).  

Optical depth estimation techniques are also used in the 
smartphone industry for e.g. in face recognition [2] and 
autonomous driving  in vehicle industry [3]. Compared to 
these fields the requirements to be fulfilled in minimally 
invasive surgery are a lot more sophisticated. This explains 
why image processing techniques used in smartphones or 
vehicles are not applicable in laparoscopes. 

The following section presents optical depth estimation 
techniques used in research projects which emphasize the 
usability of laparoscopic surgery. 
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Stereoscopy is a depth estimation technique which is based on 
two cameras with a fixed baseline where the depth is 
calculated by triangulation with a common focal point [4].  

Shape-from-X (SfX) is the overall description for 
algorithms which process mono camera images. One is called 
Shape-from-Motion (SfM) which uses camera motion to 
triangulate and determine depth [5]. Deformable Shape-from-
Motion (DSfM) is similar to SfM but additionally uses 
templates to improve the reconstruction of surfaces especially 
if non-rigid [6]. Shape-from-Shading (SfS) uses pixel intensity 
to calculate depth [7]. 

Simultaneous Localization and Mapping (SLAM) is a 
framework for mono- and stereo camera system [8].  
Structured Light (SL), for e.g. a projector, is used in parallel 
to a camera system and creates contrasts which are necessary 
to find corresponding points in image pairs [9]. Time-of-Flight 
(ToF) cameras measure the phase shift from the emitted light 
signal to the reflected signal which can be used to calculate 
object depth.  

By using the Light-Field (LF) technique images are taken 
which capture light arrays from all directions separately due to 
an array of micro lenses between object and image sensor [10]. 
In one shot slightly different images arise. Comparable to 
stereoscopy, depth information can be calculated by 
triangulation. [11] uses LF to diagnose glaucoma. 

1.2 Requirements to implement 3D-
reconstruction in laparoscopy 

Since the 1980s the topic of optical depth estimation has been 
captivating attention of medical researchers, especially in 
minimally invasive surgery which is exceedingly demanding. 

All of the following requirements should be considered when 
choosing a depth estimation method. 

Requirement 1: The depth accuracy required in 
laparoscopic applications should be < 1 mm [12]. In 
laparoscopy the average object distance is about 10 – 200 mm. 
In comparison to smartphone or vehicle applications, the 
distances are 10 – 1000 times smaller. 

Requirement 2: The target is a robust and dense 3D point 
cloud. For this a clear image quality and algorithms 
considering artefacts are needed. The conditions in the human 
body lead to some image quality issues which make it harder 
to precisely determine depth. During laparoscopic operations 
different issues can be observed for example [13]: 
− tissue movements  
− differences in the organ shape and surface texture  
− under- and over-exposure because of illumination 

changes and organ topology 
− blur when unsteady hand motion 
− organ specularity and the presence of fluids 
− smoke and bubbles 
− light reflections 
− no fixed landmarks 
− no precise camera positioning 
These issues have an influence on the corresponding point 
detection which is relevant for optical depth estimation [14]. 
Each image pixel works as an input for the algorithm and 
therefore should represent the true RGB value of an object. 
False pixel values can result in false 3D points and 
consequently false depth information. In some cases, the 
image quality is too bad to calculate a 3D point which can 
result in sparse 3D point cloud [15]. 

Requirement 3 + 4: Another significant requirement is 
real time estimation and a high resolution. A framerate of 
20 fps implies that the sum of data acquisition and processing 
takes 50 ms per frame. Real time estimation requires 
20 – 30 fps and for this most optical depth estimation 
techniques need GPU usage [14]. A high resolution about 
1920 x 1080 Pixel (Full-HD) or even 3840 x 2160 Pixel (4K 
or UHD) should be feasible when using image sensors like 
OV5670 [16]. 

Requirement 5: Not only the software should fulfill 
certain requirements but also the hardware. Ideally the 
hardware set-up should not necessitate additional components 
compared to a standard system which is already launched into 
market. Additionally the endtip diameter should be as small as 
possible. This means for the hardware set-up only very small 
sized components should be used and the less the better. The 
market also claims a hardware set-up which is invulnerable to 
routine cleaning sessions. 

Figure 1: Basic visual of the generation of a 3D-model through 
image processing. 
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2 Methods 

This chapter explains how scores are retrieved to value each 
optical depth estimation technique regarding laparoscopy. 
Scoring is performed with reference to VDI 2221. 

The score represents a usability measure of the shown 
methods in laparoscopic surgery based on a weighted fulfilling 
of the requirements from section 1.2. The higher the score the 
more promising the method. The table confirms that currently 
there is no ideal technique to be used in laparoscopy [14]. 
The score depends on how methods match the former declared 
requirements. The maximum score is 5 when all requirements 
are fulfilled. The different requirements were subjectively 
weighted as follows: 
− Requirement 5: weight factor 1.5 
− Requirement 2 + 4: weight factor 1.25 
− Requirement 1 + 3: weight factor 0.5 
Requirement 5: From a manufacturers perspective the 
hardware set-up is the most relevant demand because in 
minimally invasive surgery the puncture site should be as 
small as possible and laparoscopes should not become more 
complex than crucially required. 

Requirement 2+4: Dense 3D point clouds and high-
resolution image sensors lead to a 3D-model with a Full-HD 
or UHD resolution. These requirements are weighted as 
second most important. 

Requirement 1+3: High precision and real time 
processing are less prioritized because these abilities count 
more for future applications like autonomous robotic surgery. 
As a first step the 3D-model can assist a surgeon in 
documenting the intervention. This application does not 
necessarily require the highest precision and real-time. 

3 Results 

Table 1 provides an overview of the optical depth estimation 
techniques, their advantages, their disadvantages and their 
score (range 1-5). 

ToF cameras are the least useable as they require 
additional components which lead to increasing costs and an 
increasing complexity of the hardware set-up. Additionally, 
they suffer from low resolution chips and the predetermined 
chip position which means that chip-on-the tip cannot be 
realized. Although real time processing is possible and a dense 
3D point cloud can be calculated, Requirements 4 + 5 do not 
hold. Thus, in total ToF cameras are assigned a score of 2.25.  

SL requires additional components and it is built up next to a 
camera with a fixed baseline which can limit the range of 
object distances. E.g., when the baseline is very small, long 
distances cannot be captured. Although real time processing is 
possible and a dense 3D point cloud can be calculated, SL 
cannot fulfill Requirement 5 which leads to a score of 3.5. Due 
to the fixed baseline the final score is 3. 

For LF additional parts are necessary (no Requirement 5). 
On the other hand real time processing as well as a dense 3D 
point cloud are possible, enough contrasts assumed [11], [17]. 
The score results in 3.5. There is no experience with LF in 
laparoscopy, leading to the final score of 3. 

Stereoscopy, DSfM, SfM, SfS and SLAM do not need 
additional components and except DSfM, all of them can 
process in real time. DSfM gets a score of 4 (no Requirement 
3). Stereoscopy and SLAM are limited by their fixed baseline 
and in some cases the 3D point cloud can be sparse. The score 
is 3.25.  

SfM is valued with 3.25 because it is not robust for non-
rigid objects (no Requirement 1 + 2). SfS leads in general to a 
sparse 3D point cloud and additionally the number of research 
projects with successful results is low. The score results in 2.  

Table 1: Overview of optical depth estimation techniques, their 
advantages, disadvantages and score as an indication about the 
usability in laparoscopy [14]. 

Method Advantage Disadvantage Score 

Stereo + no additional 
components 
+ real-time on GPU 

- requires baseline 
- not always dense 3D 
point cloud 

 

DSfM + no additional 
components 
+ ideal for non-rigid 
objects 

- no real time 
- not always dense 3D 
point cloud 

 

SfM + no additional 
components 
+ real time on GPU 

- not robust for non-rigid 
objects 

 

SfS + no additional 
components 
+ real time 

- sparse 3D point cloud  

SLAM  + no additional 
components 
+ real time 

- requires baseline 
- not always dense 3D 
point cloud 

 

SL + dense 3D point 
cloud 
+ real time 

- additional components 
- requires baseline 

 

ToF  + dense 3D point 
cloud 
+ real time 

- additional components 
- low resolution 
- no chip-on-the tip 
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Method Advantage Disadvantage Score 

LF + dense 3D point 
cloud 
+ real time 

- additional components 
(array of micro lenses 
needed) 

 

4 Discussion 

This paper has presented eight optical depth estimation 
techniques and has invented an evaluation framework 
especially for laparoscopic applications. The framework 
suggests calculating a score (range 1-5) to value each depth 
measuring method. The score is grounded on five laparoscopic 
requirements which are weighted. The higher the score the 
better. The score bases on the author´s perspective and cannot 
be guaranteed as sufficient. Especially the weight factors are 
defined subjectively and changing these would have a strong 
influence on the evaluation results of the depth measuring 
methods. Moreover, this paper does not claim completeness 
regarding requirements and methods. 

5 Conclusion 

In conclusion, there is no ideal optical depth estimation 
method to create a high-resolution 3D-reconstruction in 
laparoscopy. The maximum score of five cannot be achieved. 
Recommendable depth measuring methods are DSfM, SfM, 
Stereoscopy, SL, LF and SLAM which have scores between 
three and four. As a future prospect the combination of 
different methods, high-performance computers and dye 
injections to increase contrasts for a better image processing 
will be considered.  
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