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Abstract: The use of lasers in various precise material removal processes has emerged as a viable
and efficient alternative to traditional mechanical methods. However, the laser ablation of materials
is a complex, multi-parameter process where scanning paths need to be repeated multiple times.
This repetition causes changes in the absorption and temperature distribution along the scanning
path, thereby affecting the accuracy of the ablation. Therefore, it is crucial to thoroughly study these
phenomena. This article presents an experimental and numerical study on the laser ablation of
bronze (DIN: 1705) in a multi-track ablation process. Specifically, six consecutive passes using a
ns laser at three different energy densities were conducted. After each pass, measurements of the
ablation depth and pile-up height were taken at three distinct points along the track (start, middle,
and end) to evaluate the efficiency and quality of the process. To gain a deeper understanding of the
underlying physical mechanisms, a numerical simulation model based on the Finite Element Method
(FEM) was developed. The effective absorptivity was defined through reverse engineering, and the
material’s cooling rates were also estimated. This study’s findings provide significant insights into the
influence of machining parameters on the ablation process and its progression with varying numbers
of consecutive repetitions. A primarily linear correlation was deduced between the ablation depth,
energy density, and number of repetitions, while the relationship with the pile-up height appeared
to be more ambiguous and nonlinear. The estimated cooling rates ranged from 106 to 1010 [K/s].
Additionally, a heat accumulation phenomenon and a gradual temperature increase resulting from
consecutive laser scans were also observed. A good agreement between the simulation results and
experiments for the ablation depths was observed.

Keywords: ns laser ablation; bronze; pile-up; absorptivity; FEM; cooling rate

1. Introduction

Laser ablation possesses significant advantages compared to conventional removal
methods. These include its non-contact nature, the capability to process materials regardless
of their mechanical properties, and its inherent flexibility and versatility [1].

In general, the process of laser ablation is inherently complex due to the intricate
interaction between the laser and the ablating material. Upon the arrival of electromagnetic
wave pulses from the laser onto surfaces, heat energy is transferred to the material, initiating
the stage of thermalization. Subsequent incident pulses induce the thermal expansion of
the material, leading to its gradual melting. The rise in temperature of the melt pool
prompts a phenomenon known as melt expulsion [2]. An increase in the average laser
power and repetition rate results in a higher melt expulsion rate [3]. The performance of
ablation is determined by laser parameters, such as pulse duration, fluence, frequency,
wavelength, and the efficiency of absorption, while, typically, the required laser fluence
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is approximately between 0.1 and 100 (J/cm2) [4]. When a nanosecond laser is utilized,
the process can be considered mainly thermal, including material heating, melting, and
ablation [4]. As a rule of thumb, longer pulse durations result in a higher ablation rate;
however, the inferior surface quality and accuracy results are unfavorable [5,6]. In addition,
the type of ablation, namely, cold and warm ablation and melt expulsion, are also directly
dependent on the pulse duration [7]. The influence of the laser frequency on melt expulsion
and, consequently, removal is much more intricate so that material removal grows linearly
up and then reaches a plateau phase [8]. Nevertheless, the interaction of a high-intensity
laser with matter is far more complicated.

When matter is irradiated by a high-intensity laser, some surface degradation occurs [9].
There are three main mechanisms that lead to optical surface damage. Firstly, the metal
fragments created during ablation explode on the metal surface, resulting in morphological
changes [10]. Secondly, laser-induced periodic surface structures (LIPSSs), which are surface
features that are created after laser irradiation, also lead to morphological changes [11].
Thirdly, the excited atoms and ions, due to laser irradiation, interact with air molecules in
the environment, forming metal oxides, nitrides, etc., leading to chemical modifications.
These chemical modifications are also responsible for optical surface damage [12]. All
these three factors are responsible for surface alterations. Specifically, morphological
changes lead to surface pattern wavelengths that are much shorter than the wavelength
of the illuminating light. This pattern traps more photons, leading to surface darkening.
Moreover, the existence of oxides on the surface also results in compounds with a black
or dark color. These dark colors increase the absorptivity of the metal [13]. Furthermore,
during the interaction of the laser with the material due to explosive melt ejection, nano-
and micro-cavities are generated [14]. The formation of these cavities on the irradiated
surface might result in uneven laser absorption as the surface is irradiated in successive
passes. The non-uniformity in energy absorption caused by these cavities also results in a
uniform temperature distribution, which forces the molten material to be expelled around
the boundary of the ablation region [15]. Therefore, the material after abruption from
the melt pool freezes on the upper surface of the workpiece near the boundaries of the
ablation zone, which consequently leads to pile-up formation on the upper surface of the
workpiece [16]. The above brief review of the laser–matter interaction and melt behavior
supports the necessity of extensive research regarding the laser machining of different
materials and alloys.

In the ns laser machining of non-ferrous materials, including bronze alloys, the average
ablation rate per pulse decreases as much as 50% for deep ablated channels, compared
to cases where ablation is conducted on the surface. An increase in laser fluence results
in a higher ablation rate; however, oxidation is also intensified [17]. Therefore, in cases
of multi-track laser scanning, the metal surface oxidizes as the number of pattern repeats
increases, and, thus, the surface’s absorptivity also changes. The absorption coefficient of
a metal depends on various laser-related and material-related factors. The laser-related
factors are wavelength, the angle of incidence, beam polarization, and laser intensity.
The material-related factors are the composition of the metal (pure metal or alloy), the
temperature of the metal, the roughness, the texture and the existence of surface oxides,
pile-ups, and contamination (oil, dust, and dirt). Because the absorption coefficient is
highly sensitive to the above laser-related and material-related parameters, researchers
have limited their studies to estimate the absorption coefficient of pure metals or alloys
under almost ideal laser- and material-related conditions. Drude used the polarimetry
method to explicit the expressions of the refractive index and extinction coefficient derived
from measured quantities [18]. However, the limitation of this model is its sensitivity
to the surface preparation of the material. In order to eliminate the surface condition
sensitivity, the Kramers–Kronig technique was used to measure the absorptivity of Cu,
Ag, and Au [19]. Nevertheless, this method requires a numerical inversion of the optical
constants’ equations and the extrapolation of absorptivity outside the measured range of
frequencies, which are the main drawbacks of this technique. Johnson and Christy [20]
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measured the reflection and transmission of 185–500 Å Cu, Ag, and Au thin films. The
films were vacuum-evaporated, and the measurements were taken at room temperature
and in the 0.5–0.65 eV spectral range. In their review paper, Bunaziv et al. [21] compared
absorptivity data from the literature for different Fe, Cu, and Al alloys and showed that
their composition and surface preparation play a crucial role in their absorptivity. Thus,
using the theoretical or case-specific values of absorption coefficients from the literature
to describe the experiments in the current paper, in which neither the laser-related nor
material-related parameters were ideal, would result in high inaccuracy.

Hence, fluctuations in absorption, as well as temperature variations, could signifi-
cantly impact the accuracy and overall performance of the ablation process, potentially
causing inaccuracies in determining ablation depths. Addressing these two phenomena
is imperative for achieving precise ablation. By studying the variations in absorption and
accurately evaluating temperature variations in the multi-track ablation process, greater
precision in the ablation process could be attained.

The current study aims to estimate (1) the absorption coefficient and (2) temperature
variation under the specific experimental conditions outlined in this paper, particularly
in the context of multi-track laser ablation. Thus, to study a multi-track laser ablation
process, it is necessary first to estimate the absorption coefficients for each pattern repeat.
Nevertheless, it is not straightforward to calculate absorptivity experimentally. To this
purpose, it is crucial to develop simulations that estimate the absorption coefficients indi-
rectly. So far, based on the authors’ knowledge, in the existing literature, there has been a
notable absence of research on the multi-track nanosecond laser ablation of bronze, where
the focus is placed on the absorption coefficient in multi-track ablation. In this research
paper, we conducted an experimental and numerical investigation focusing on the laser
ablation of bronze. The reason for selecting bronze is that, in different applications, in-
cluding in the laser conditioning of abrasive tools—as a prime example of a multi-track
ablation process—the challenge lies predominantly in the precise control of the ablation of
bronze. In the laser conditioning of abrasive tools, specifically for bronze-bond abrasive
tools, bronze material is utilized as a binding material due to its favorable characteristics.
It possesses good bonding properties, aiding in holding abrasive particles together and
maintaining their form profile within the abrasive tool during grinding operations. From
this perspective, bronze was chosen for this study to understand the interaction between
bronze and the laser beam. To pursue this purpose, we performed a series of six consecutive
passes using a ns laser at three different energy densities. After each pass, we measured the
ablation depth and pile-up height at three points along the track, namely, the start-, mid-,
and end-points. These measurements allowed us to estimate the efficiency and quality of
the ablation process. The experimental results indicate that, as the repetition increases, the
ablation depth also increases. However, the ablation depth varies along the scanning track
so that, at the start point, the depth is considerably higher than at the mid- and end-points.
To better understand the underlying physical mechanisms, we developed a numerical
model based on the Finite Element Method (FEM). By employing reverse engineering
techniques, we determined the effective absorptivity and estimated the material cooling
rates. The FEM results show that, straight after irradiation, the cooling rate is very high
( ∝ e10) and then drops rapidly to values with a magnitude of ∝ e7 or ∝ e6. The outcomes of
our study provide significant insights into the influence of laser parameters on the process
performance and its progression with varying numbers of consecutive repetitions.

2. Materials and Methods
2.1. Experimental Process

The utilized laser was the Carbide Model (CB3-40-0200-10-HB) from Light Conversion
Company—Vilnius, Lithuania, with an emission wavelength of 1064 [nm]. The inten-
sity profile at the laser output was near-Gaussian (M2 < 1.2), and the beam spot size
(LBDIAM = 2w0) was 22 [µm]. This laser also provided a nanosecond pulse with a duration
of 16 [ns] and a maximum average power of 40 [W]. The laser parameters that were used
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are given in Table 1. The irradiated material was a bronze block (DIN: 1705), as shown
in Figure 1a. The laser beam travelled from the left side to the right side, with a nominal
scanning speed υLB between 1000 and 1400 [mm/s] for a scanning path length of 2 [mm].
Different laser energy densities were achieved by changing the scanning speed, resulting
in a range from 1.29 to 1.81 [J/mm2]. The nominal average laser energy density was
calculated as

LPDENS =
LP

υLB·LBDIAM
(1)

where LPDENS is the nominal average laser energy density in [J/mm2], LP is the nominal
laser power in [W], υLB is the laser scanning speed in [mm/s], and LBDIAM is the beam
diameter in [mm].

Table 1. Laser parameters.

Parameters Values

Average laser power 40 [W]
Laser pulse duration 16 [ns]

Laser frequency 200 [kHz]
Laser beam diameter 22 [µm]
Laser scanning speed 1000–1200–1400 [mm/s]

Laser wavelength 1064 [nm]
Laser beam distribution Gaussian

The return speed of the laser beam (from right to left) was set at 1500 [mm/s] with the
laser turned off. The number of successive scanning paths ranged from 1 to 6. The quality
and feasibility of the process were assessed based on the ablation depth and the formation
of pile-ups. To precisely measure the ablation depth and the pile-up after each scanning
pass, the surface required the minimum surface roughness; therefore, the test surface was
polished to obtain a surface roughness of Ra < 50 [nm]. To achieve this surface quality, the
procedure summarized in Table 2 was followed. A confocal microscope (NanoFocus) was
used to measure the ablation depths. Each experiment was conducted three times, with
measurements taken in three different positions: (1) left, (2) middle, and (3) right of the
laser path, as illustrated in Figure 1b. The average value for each area was recorded and
is reported and discussed. In general, all the measurements showed a significantly low
deviation, and, thus, the process can be considered highly repeatable.

Table 2. Polishing steps and experimental requirements to obtain surface roughness of Ra < 50 [nm].

Sequence Polishing Pad Fluid Rotational Speed
[U/min]

Rotation
Direction Axial Force [N] Polishing Time

[min]

Pre-Grinding SiC-Paper P320 H2O 250–300 >>Up 30 0.5

Polishing Beta Diamond suspension,
9 [µm] 120–150 >>Up 30 3–4

Polishing Sigma Diamond suspension,
3 [µm] 120–150 >>Up 30 1–2

Final polishing Omega Eposil
F 0.1 [µm] * 120–150 > <Down 15 1–2

* 50 [mL] Eposil F + 1 mL H2O2 + 3 mL NH3.
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Figure 1. (a) Schematic presentation of the laser irradiation scanning path and (b) measuring points
along the irradiated scanning path.

2.2. Modeling and Simulation Methodology

Laser irradiation leads to a temperature gradient inside the body of the ablating
material, resulting in heat transfer from higher-temperature to lower-temperature areas.
This mechanism of heat transfer in nanosecond lasers with higher pulse durations is mainly
based on heat conduction, which can be described by Fourier’s law [22]:

ρcp
∂T
∂t +∇·q = Q

q = qLB + qconv + qrad = −k∇T
(2)

where ρ [kg/m3] is the material’s density, CP [J/kgK] is the specific heat, k [W/mK] is the
thermal conductivity, q [W/m2] is the boundary heat flux vector, and Q [W/m3] is the
volumetric heat source power intensity.

A Gaussian spatial distribution [23] and a uniform time distribution are used to
describe the laser beam, which is expressed by the following equation:

qLB =
a·P

2·π·σ2
x

e−
1
2 (

(x−xo)2+(y−yo)2

σ2 ) with σ = σx = σy =
LBDIAM

4
and P =

LP
f ·τp

(3)

where qLB [W/m2] is the laser beam heat flux, a is the effective absorption coefficient, (xo,
yo) are the coordinates of the center of the laser beam in [m], σ [m] is the standard deviation,
P [W] is the laser peak power, f [Hz] is the laser pulse frequency, and τp [s] is the laser
pulse duration. During the “return” interval of the laser beam, the LP is zeroed, while the
coordinates of the center of the laser beam are defined based on the laser beam scanning
speed, υLB.

Moreover, heat exchange between the material’s surface and the environment (air)
through convection and radiation is also considered and described by the following equa-
tions, respectively:

qconv = h·(Text − T) (4)

qrad = ε·σB·
(

T4
ext − T4

)
(5)

where qconv [W/m2] is the heat flux due to convection; qrad [W/m2] is the heat flux due to
radiation; h [W/m2K] is the convection coefficient, which equals 9 [W/m2K]; ε is the emis-
sivity coefficient, which equals 0.23; σB = 5.67 × 10−8 [W/m2K4] is the Stefan–Boltzmann
constant; and Text [K] is the external temperature.

To model the material ablation rate, the heat flux due to ablation is employed [22]:

qa = ha·(T − Ta) (6)

where qa [W/m2] is the heat flux due to ablation; Ta [K] is the ablation temperature;
and ha [W/m2K] is an artificial temperature-dependent heat transfer coefficient, which is
defined as

ha =

{
0 T ≤ Ta

109 T > Ta
(7)
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Material removal is modeled through the control volume deformation. The boundary
condition that describes the velocity of the deforming mesh and, thus, the material ablation
is given below:

va =
qa

ρ·Hs
(8)

where υa [m/s] is the normal velocity of the material erosion front, and Hs [J/kg] is the
latent heat of sublimation.

The material used for the simulation is bronze, consisting of 88% Cu and 12% Sn. The
thermophysical properties of pure Cu [24] and Sn were obtained from the literature [25],
and, eventually, the thermophysical properties of bronze were calculated with the rule of
mixtures [26]. For the above bronze, the rule of mixtures has the following general form:

Xbronze = 0.88XCu + 0.12XSn (9)

where X is the general symbol of a thermophysical property, and the indices bronze, Cu, and Sn
show that this general thermophysical property refers to the whole bronze alloy, the Cu element,
and the Sn element, respectively.

The estimated properties of bronze are given in detail in Table 3.

Table 3. Thermophysical and optical properties of bronze.

Property Temperature Range [K] Expression/Value

Density [kg/m3]
273–1313

1313–1350
1350–2857

7262 − 0.486 (T − 298)
6768.71 − 9.3 (T − 1313)
6425 − 0.65 (T − 1350)

Heat Capacity [J/kgK] 273–1313
1313–1323

353 + 0.3T − 10−4T2

0.75 (T − 1313) + 574.5

Thermal Conductivity [W/mK]
273–773

773–1313
1313–1373

7.925 + 0.1375T
78.36 − 0.067 (T − 773)

42 − 0.25 (T − 1313)
Latent Heat of Sublimation [KJ/kg] --- 5797

Ablation Temperature [K] --- 2857
Emissivity Coefficient --- 0.023

From now on in this paper, the experiment-based absorption coefficient is called the
“effective absorption coefficient” to separate it from the theoretical or case-sensitive values
recommended in the literature. The only unknown coefficient in the simulation is the
effective absorption coefficient. Nevertheless, as already written in the Introduction of this
paper, the effective absorption coefficient is highly sensitive to laser- and material-related
conditions. Thus, any slight change in the surface roughness, inclination, and temperature
slightly affects the value of the coefficient. However, estimating the effective absorption
coefficient for all these minor changes would be pointless and unfeasible. For this reason,
the mean effective absorption coefficient of each pattern repeat is calculated during the
simulation. To find out the values of these six mean effective absorption coefficients (one for
each pattern repeat), the trial-and-error method is implemented. Specifically, the simulation
of each pattern repeat is run multiple times with different values for the mean effective
absorption coefficient until the simulation results converge with the experimental results.

Due to the need to run the simulation for each pattern repeat multiple times, the
computational time would be significantly high. To reduce the computational time, a
model reduction from 3D to 2D is employed [27]. However, to apply the model reduction,
it is necessary to firstly prove that the error between the 3D and the 2D ablation depths is
negligible. For this reason, the 1st pattern repeat is simulated for both 3D (Figure 2a) and
2D (Figure 2b) models. It is deduced that the reduced 2D model can accurately model and
predict material ablation, as the obtained results align with those from the 3D model.
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Figure 2. (a) The 3D model ablation depth at the end of the 1st track and (b) the 2D model ablation
depth at the end of the 1st track. The values denote the ablation depths resulting from the simulation.

3. Results and Discussion
3.1. Experimental Results—Ablation Depth and Pile-Up Formation

Table 4 summarizes the ablation depths corresponding to different laser fluences, and
they are visually represented in Figure 3.

Table 4. Ablation depths.

Ablation Depth in [µm]

#
LPDENS = 1.82 [J/mm2] LPDENS = 1.52 [J/mm2] LPDENS = 1.3 [J/mm2] LPDENS = 1.3 [J/mm2] (24 W)

Left Middle Right Left Middle Right Left Middle Right Left Middle Right

1 12.11 5.77 2.99 7.13 4.05 4.78 7.00 4.31 3.96 4.00 4.59 5.63
2 26.13 11.84 12.55 13.86 8.82 6.04 18.41 8.10 6.77 8.40 10.37 9.96
3 29.87 17.80 17.18 26.06 13.59 9.22 23.55 12.85 13.03 13.43 14.33 14.44
4 42.42 20.96 15.43 32.48 17.07 18.75 31.15 15.94 13.76 15.15 18.08 20.44
5 43.05 24.93 26.47 44.55 21.16 23.66 40.08 19.95 19.19 25.59 23.76 21.50
6 56.99 30.47 32.24 59.32 26.95 24.62 46.84 22.14 23.07 26.88 27.91 26.50

Based on the results in Figure 3, it is determined that the ablation depth increases
almost linearly as the number of repeats increases from one to six. When considering the
mid-point depth as a reference and representative value, it is deduced that the increase
in laser energy density also results in an almost linear increase in the material ablation
rate and, thus, an increase in the measured depths. As an example, for a 28% decrease
in LPDENS (from 1.82 to 1.30 [J/mm2]), the corresponding decrease in the ablation depth
at the mid-point after the sixth track is 27% (from 30.47 [µm] to 22.14 [µm]). Thus, it
can be concluded that, at least within the limits of the current study, the process exhibits
linear behavior.

It should be mentioned that, for all the scanning velocities, a considerable difference
in the ablation depth is observed between the left and middle points along the ablation
path, resulting in an average ablation depth twice as deep on the left side. The left point
corresponds to what is known as “keyhole instability”. The term “keyhole” is commonly
used in laser welding processes. A reasonable explanation might be the fluctuation in
the temperature distribution along the laser path due to the possible alternation in the
absorption coefficient and the material’s thermophysical properties due to the initial signifi-
cantly different temperature profiles (i.e., ambient temperature) that the first incident pulses
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“meet” as they reach the irradiated surface. Gradually, the material’s temperature rises due
to the preheating effect, and, thus, a change in the material’s optical and thermophysical
properties may occur. The time lag is another parameter that may influence the observed
instability at the beginning of the track. More specifically, the number of incidence pulses is
considerably higher at the beginning of the scanning line than at the mid- and end-points.
This disparity arises from the considerable delay time in the movement of the laser beam
caused by the scanner mirrors, known as the time lag. In practical situations, regardless
of whether a single line or a series of parallel lines are lasered, this time lag unavoidably
requires experimental adjustment. It is a factor inherent to the architecture of the laser
system’s pulse generation and its synchronization with the scanner layout. The qualitative
impact of the time lag on the alignment of the lasered line is depicted in Figure 4.
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Different values are tested to determine the optimum time lag values (see Figure 4a–d,
where the time lag is decreased). The two lines are correctly adjusted to the value of
120 [µs] (Figure 4d). Nevertheless, it is necessary to note that, by adjusting the time lag
value correctly, the start points of the two parallel lines meet each other at the same position;
however, the number of incident pulses at the very beginning of the scanning line is still
higher than that at the middle and end of the line. From a practical point of view, this
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phenomenon becomes considerably intensified when higher frequency values are selected,
particularly when the laser has to traverse the entire scanning path (from the right point to
the left point) without emitting laser shooting. The number of incidence pulses targeting the
surface corresponding to this 120 [µs] time lag is equal to 24 pulses when the frequency is
200 kHz. As a result, the mechanism of ablation at the beginning of the process, specifically
at the left point, is comparatively similar to that of a laser drilling process. Therefore, a
series of single-point experiments are conducted to see how the ablation depth varies with
different numbers of incidence pulses (Figure 5). As shown in the figure, for an incidence
pulse of 20, an ablation depth of 18 [µm] is reported. By the same analogy, the difference
between the left point and mid-point in Figure 3a–c is almost in the same range. Another
potential explanation for the deeper ablation depth at the left point and the existence of this
instability could be the minimal effect of plasma shielding, particularly at the beginning of
the process. The energy absorption of the progressively formed plasma cloud gradually
decreases the efficiency of the later laser pulses compared to the initial ones. Consequently,
it is expected that the ablation performance will diminish as the plasma cloud forms and
expands over time, following the laser’s movement along the scanning path. To minimize
the ablation difference between the left and middle points, manipulating the melt behavior
could necessarily be achieved through proper pulse energy. As deduced from the data in
Figure 3d, for a constant laser energy density of 1.29 [J/mm2], when a lower nominal mean
LP is utilized (decrease from 40 to 24 [W]), along with a lower scanning speed (decrease
from 1400 to 840 [mm/s]), the difference in ablation depth between the left and middle
points is minimized. Hence, this suggests that utilizing a lower pulse energy minimizes the
extreme material melting and evaporation at the beginning of the track, resulting in a more
uniform and stable process.
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Another critical aspect of the process is pile-up formation, which refers to the accu-
mulation of resolidified material along the rims of the laser scanning path. The magnitude
of pile-up formation depends on several parameters such as the energy density and the
specific geometrical characteristics of the irradiated area. For example, Figure 6 illustrates
the pile-up formation at the left, middle, and right points.
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Based on the results in Table 5 and the corresponding plots in Figure 7, it is evident
that the pile-up directly and strongly depends on the repetition number and the relative
position. More specifically, and as a general trend, the pile-up follows the same pattern as
the ablation depth, with the left points having significantly higher pile-up formations. At
the same time, it is worth mentioning that, for the first three repeats, at the middle and right
points of the scanning path, the pile-up values are almost marginal. The interpretation of
these observations lies in the fundamental formation mechanisms of the pile-up. Pile-ups
are basically formed as the effect of the topical recoil pressure on the molten material,
resulting in the molten material being squeezed out from the concave structure and piling
up together [28]. Hence, the formation of pile-up structures depends on the molten material
volume, the intensity of the process, and the areal geometrical characteristics. Significantly
low pile-up formation can occur because the material experiences more severe evaporation
instead of melting, and, thus, the molten material volume is limited, and/or it can occur if
the process parameters do not lead to adequate recoil pressure to push the molten material
upwards to the rims of the ablated path. By increasing repetition, resulting in a higher
ablation depth of laser grooves, the melting process dominates over the evaporation process,
and the mechanism of melt expulsion takes place. Figure 8 illustrates the difference in
the pile-up formation between the first and the fourth repeats, highlighting the presence
of resolidified debris after the fourth repeat, which is essential for assessing the quality
of the irradiated surface. Finally, and based on Figure 7, it should be mentioned that,
similarly to the ablation depth and for a constant laser energy density (i.e., 1.29 [J/mm2]),
less intense process parameters result in a minimum deviation between the left and middle
point pile-up heights.

Table 5. Pile-up heights.

Pile-Up in [µm]

#
LPDENS = 1.82 [J/mm2] LPDENS = 1.52 [J/mm2] LPDENS = 1.3 [J/mm2] LPDENS = 1.3 [J/mm2] (24 W)

Left Middle Right Left Middle Right Left Middle Right Left Middle Right

1 1.40 0.00 0.58 2.15 0.75 0.53 1.83 0.00 0.00 0.00 0.00 0.00
2 6.70 2.78 0.60 4.80 0.79 1.18 3.51 0.00 0.77 0.00 1.07 0.00
3 12.90 6.43 0.85 11.65 2.50 1.30 3.96 0.00 2.10 6.41 6.86 0.00
4 24.87 14.54 3.00 18.05 6.16 3.35 7.36 3.91 2.83 15.75 8.79 2.21
5 30.40 17.99 4.25 23.84 13.02 4.55 21.88 9.90 2.11 16.60 14.58 5.78
6 35.80 21.39 9.00 28.80 16.14 6.85 27.11 16.10 3.67 20.56 17.46 9.03
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3.2. Simulation Results
3.2.1. Mean Effective Absorptivity Estimation

The only unknown coefficient used in the simulation was the mean effective absorption
coefficient, which was calibrated for each pattern repeat regarding the experimental data.
The fine-tuning showed that the mean effective absorption coefficient remained constant
and equaled 0.09 for the first, second, third, fourth, and fifth pattern repeats and then
dropped to 0.045 for the sixth pattern repeat. Following the fine-tuning of the mean effective
absorption coefficient, the model was validated with the mid-point experimental data (see
Figure 3c) by comparing their ablation depths. Both the experimental and simulation
ablation depths of each pattern repeat and their in-between errors are provided below in
Table 6. The criterion for validation was the ablation depth, chosen for its significance as
an indicator of the material removal rate. It can be easily and accurately estimated in both
simulations and experiments.

Table 6. Validation of the simulation ablation depth.

# Mean Effective
Absorption Coefficient

Experimental Ablation
Depth [µm] Simulation Ablation Depth [µm] Error

1 0.090 4.358 4.390 0.7%
2 0.090 8.438 8.553 1.4%
3 0.090 12.750 12.475 −2.2%
4 0.090 15.800 15.938 0.9%
5 0.090 20.125 20.079 −0.2%
6 0.045 21.820 21.723 −0.4%

The validation data presented in Table 6 show that the absolute error for all the
pattern repeats is below 2.2%. This means that the fine-tuning of the mean effective
absorption coefficient was highly accurate, so the model can make reliable predictions of
the phenomena observed in the experiments in the current paper.

To correlate the sharp decrease in the mean effective absorption coefficient during the
sixth pattern repeat with the experimental data, an analogy with the consecutive pulses in
Figure 5 is used. As observed in Figure 5, the ablation depth for five consecutive pulses is
decreased compared to the case of four incident pulses. This means that, during the fifth
pulse, material addition occurs. The only phenomenon explaining this material addition is
the pile-up remelting and collapse in the ablated cavity. The same idea described for the
consecutive pulses in Figure 5 can then be applied to explain the steep drop in the mean
effective absorption coefficient during the sixth pattern repeat. This significant drop is not
related to a change in the material absorptivity but to the existence of pile-up remelting and
cavity collapse during this pattern repeat. Such phenomena have already been observed in
the literature, as discussed in [29].

3.2.2. Cavity Wall Generation

The cavity shape is highly dependent on the shape of the laser beam, as schematically
shown in Figure 9. It is assumed that the first laser pulse irradiates the region between the
two black-dashed lines, which is the region of the wall analyzed in this study. To explain
this mechanism graphically, this region is divided into five sub-regions, which are called
“spots” in this paper. Each spot is irradiated with different intensities, so each develops
different temperatures, which leads to different ablations.
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The first spot is irradiated only once by the first pulse and with a low intensity,
causing a slight temperature increase insufficient for material ablation Subsequently, the
second spot is irradiated only once by the first pulse with a moderate intensity, resulting
in a slightly higher temperature than the first spot but leading only to slight ablation.
Conversely, the third spot is irradiated by both the first (high-intensity) and second (low-
to-medium-intensity) pulses. The combination of the high-intensity first pulse with the
afterheat effect of the second pulse leads to significantly higher temperatures and ablation
depths than those of the first and second spots. The temperature and the ablation depth
increase further at the fourth spot, where the preheating effect of the first medium-intensity
pulse is followed by a high-intensity second pulse and by an afterheat effect of the third
low-intensity pulse. Finally, the combination of the high-intensity second pulse with the
preheat effect of the first pulse and the two afterheat effects of the third and fourth pulses
increases the temperature and the ablation depth even further.

With this schematic representation of the generation of the cavity walls, it is easy
to understand that the temperature distribution and the shape of the cavity of a region
irradiated by a Gaussian heat source follow the “shape” of the heat source. For this reason,
the cavity walls in Figure 2 do not have a V shape or vertical shape, but they resemble
the shape of a Gaussian bell. This observation is verified by multiple papers, especially in
the area of laser welding, such as [30]. This mechanism explains how the cavity walls at
the beginning of the irradiated line are created. In this case, the irradiation of the region
starts with low-intensity pulses and grows to combined pulses of very high intensities.
Reversing this sequence of pulses (starting with very high intensities and reducing to
very low intensities) induces the mechanism of the cavity wall creation at the end of the
irradiated line.

3.2.3. Cooling Rates

When the laser passes through a region of the simulated control volume, that region is
no longer irradiated, and, thus, the cooling process begins. The cooling process of a region
ends when the laser (due to the following pattern repeat) starts to irradiate it again. For
this reason, studying the cooling rates during this process is necessary.
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In this paper, the cooling rates are calculated for three characteristic points on the
surface of the control volume:

1. Start-point, which is the first point irradiated by the laser in each pattern repeat.
2. Mid-point, which is the point exactly in the middle of the scanning line.
3. End-point, which is the last point irradiated by the laser in each pattern repeat.
4. In order to calculate the cooling rates, the following formulation is used [31]:

Cooling Rate
[

K
s

]
=

∂T
∂t

(10)

In the FEM simulation, the first six pattern repeats are compared with the correspond-
ing experiments. Each pattern repeat includes the laser irradiation of a length of 2 mm with
a scanning speed of 1400 [mm/s] and the return of the laser beam back to the start-point
with a return speed of 1500 [mm/s]. Thus, the total duration of one pattern repeat is
0.0027619 s. To create more understandable figures and estimate the cooling rate functions
straightforwardly, it is assumed that the time is not continuous for all six pattern repeats
but that it starts from zero when a new pattern repeat begins. Thus, a new time counter is
introduced for each pattern repeat, named the “Interval Time”. Below, all the temperature
and cooling rate diagrams are given regarding these Interval Times.

By calculating the cooling rates of each point (the start-, mid- and end-points) and for
each pattern repeat, it is observed that their values are approximately the same for all the
pattern repeats. Thus, it would be pointless to further investigate the minor differences
between the pattern repeats. However, it is very interesting to study the evolution of the
order of magnitude of the cooling rates regarding time for the start-, mid- and end-points
of the control volume. To study the magnitude of the cooling rates, characteristic cooling
rate diagrams of the start- (Figure 10a), mid- (Figure 10b), and end-points (Figure 10c) of
the third pattern repeat are presented.
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As observed in Figure 10, the highest cooling rates are given at the beginning of the
cooling process (when the temperature drops to the melting point), and they are ∝ e10.
Then, the cooling rates drop rapidly until they reach a constant value, which is ∝ e7 for
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the start-point and ∝ e6 for the mid- and end-points. The initial rapid reduction in the
cooling rate and the afterward slowing down of the cooling rate reduction can be explained
according to the heat transfer mechanisms. As already known from Equations (2) and (4),
heat transfer due to conduction and convection increases linearly with T. Moreover, heat
transfer due to radiation increases regarding T4. So, at the beginning of the cooling process,
where the highest temperatures are met, heat is transferred away from the start-, mid- and
end-points faster, and then this phenomenon slows down. Thus, the cooling rate is higher
at the beginning and decreases as the temperature decreases. Such an evolution of the
cooling rate is also verified by Diez et al. [32]. It is significant to estimate the cooling rate,
as it is directly related to the microstructure of the material after the laser process and the
properties that it obtains.

3.2.4. Preheat Temperature

As observed in the results of the simulations, the time between two consecutive
irradiations of the same point of the control volume is not enough to allow its complete
cooling down. This means that each pattern repeat begins from a higher temperature. Thus,
an increasing preheat temperature is observed in all the pattern repeats, except for the
start-point of the first pattern repeat (see Figure 10). Moreover, as observed in Figure 11,
the mid- and end-points of the first pattern repeat are also preheated. This phenomenon
does not happen due to the prior irradiation of these points from the laser but rather due
to the heat that is transferred to these points via conduction from the rest of the material
that has already been irradiated by the laser. Heat accumulation during the process can be
utilized to enhance the overall efficiency of the process. However, it is equally important
to consider it during process planning to select the optimal machining conditions. The
temperature increase may necessitate a re-evaluation of the machining parameters as the
initial conditions dynamically change.
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4. Conclusions

The current study investigates the laser ablation of bronze through experimental and
numerical approaches. Specifically, a series of six consecutive passes using a ns laser at
three different energy densities were conducted. After each pass, the ablation depth and
pile-up height were measured at three points along the track to evaluate the efficiency and
quality of the process. Simultaneously, a numerical model based on the Finite Element
Method (FEM) was developed to gain insights into the process and estimate parameters
that are challenging to measure and define experimentally. These parameters included
the absorption coefficients and temperature variations observed in different numbers of
scan repetitions. The combination of experimental and numerical results aimed to derive
solid conclusions about the overall process while considering the fundamental physical
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mechanisms. The most significant conclusions drawn from this study can be summarized
as follows:

The ablation depth at the mid-point increases almost linearly as the number of repeats
increases from one to six. Moreover, a notable deviation in the ablation depth is observed
between the start-point and the mid-point. This deviation can reasonably be attributed to
factors such as fluctuation in the temperature distribution along the laser path, the plasma
shielding effect, and time lag phenomena, all of which negatively impact the process’s
stability. However, minimizing the deviation in the ablation depth is possible by optimizing
specific machining parameters.

The repetition number and relative position directly and strongly influence the pile-up
height. There is a nonlinear relationship between the pile-up height and the repetition
number. Specifically, for the first three repeats at the mid- and end-points of the scanning
path, the pile-up values are almost negligible. Similar to the ablation depth, the starting
points exhibit significantly higher pile-up formations than the mid-point. However, by
optimizing specific combinations of machining parameters, this deviation can also be
minimized.

The mean effective absorption coefficient of the process is defined as 0.09 for the
first five repetitions and 0.045 for the sixth repetition. The change in the mean effective
absorption coefficient can be reasonably attributed to the prevailing conditions specific to
each repetition, such as the presence of certain factors like remelting, cavity collapse, and
other related phenomena during that particular repeat.

The highest cooling rates are estimated at the beginning of the cooling phase and are
in the range of 1010 [K/s]. However, during the cooling process, the cooling rates drop to a
range of 106–107 [K/s]. Furthermore, the cooling phase does not result in the total cooling
of the material. Therefore, each pattern repetition begins from a higher temperature, with
the preheated temperature reaching approximately 400 [K] for the sixth repetition.

Author Contributions: Conceptualization, E.G.Z.; software, E.G.Z., V.E.A. and E.L.P.; validation,
E.G.Z., V.E.A. and E.L.P.; formal analysis, E.G.Z. and V.E.A.; experimentation, E.G.Z.; draft prepara-
tion, E.G.Z. and V.E.A.; writing—review, E.G.Z., V.E.A. and E.L.P.; Supervision and review, B.A. and
A.M. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: Data are contained within the article.

Acknowledgments: The authors express their sincere thanks to +GF+ Machining Solutions GmbH
for their invaluable support.

Conflicts of Interest: The authors declare no conflicts of interest.

References
1. Davim, J.P. Nontraditional Machining Processes; Springer: London, UK, 2013.
2. Lange, D.F.; de Schoonderbeek, A.; Meijer, J. Melt ejection during laser drilling. In International Congress on Applications of Lasers &

Electro-Optics; Laser Institute of America: Orlando, FL, USA, 2004; p. 542.
3. Czotscher, T.; Vollertsen, F. Analysis of Melting and Melt Expulsion during Nanosecond Pulsed Laser Ablation. Phys. Procedia

2016, 83, 53. [CrossRef]
4. Sportelli, M.C.; Izzi, M.; Volpe, A.; Clemente, M.; Picca, R.A.; Ancona, A.; Lugarà, P.M.; Palazzo, G.; Cioffi, N. The Pros and Cons

of the Use of Laser Ablation Synthesis for the Production of Silver Nano-Antimicrobials. Antibiotics 2018, 7, 67. [CrossRef]
5. Finger, J.; Kalupka, C.; Reininghaus, M. High power ultra-short pulse laser ablation of IN718 using high repetition rates. J. Mater.

Process. Technol. 2015, 226, 221. [CrossRef]
6. Semerok, A.; Chaléard, C.; Detalle, V.; Lacour, J.-L.; Mauchien, P.; Meynadier, P.; Nouvellon, C.; Sallé, B.; Palianov, P.; Perdrix, M.

Experimental investigations of laser ablation efficiency of pure metals with femto, pico and nanosecond pulses. Appl. Surf. Sci.
1999, 138–139, 311. [CrossRef]

7. Schulz, W.; Eppelt, U.; Poprawe, R. Review on laser drilling I. Fundamentals, modeling, and simulation. J. Laser Appl. 2013,
25, 012006. [CrossRef]
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