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Abstract: Analysing laparoscopic videos, particularly for surgical tool classification and
localisation, has attained interest in the field of surgical data science since they represent
an extensive information source. However, the difficulties for acquiring and labelling these
videos have led to paucity of labelled datasets. Consequently, the progress of developing robust
and generalised surgical tool detection models was slowed down, and translating these models
into the medical field was hindered. In this work, supervised surgical tool classification and
weakly-supervised tool localisation in laparoscopic videos were addressed. A base convolutional
neural network (CNN) model was adapted to perform both tasks by incorporating multi-map
localisation layers. Squeeze-and-excitation modules were added to the CNN to enhance the
ability of the model to generate better focused informative features. Additionally, features at
multiple stages of the CNN were combined and fused in a batch normalisation layer to enhance
model generalisability. The proposed model was evaluated on the popular Cholec80 dataset.
Experimental results of 94.1% mean average precision for tool classification and 70.1% F1-score
for tool localisation revealed the ability of the model to learn better features for both tasks. The
proposed approach showed the advantages of integrating attentions modules and multi-stage
features fusion technique for surgical tool classification and localisation.
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1. INTRODUCTION

Recent advancements in medical technologies inside the
operating room (OR) have greatly improved surgical treat-
ment in terms of patient safety, patient outcome, and
surgical support (Maier-Hein et al. (2017)). However, sur-
gical workflow complexity inside the OR has increased
which inhibits the communication between the medical
teams (e.g., anaesthesiologic and surgical teams) collab-
orating to perform the surgery. Additionally, the qual-
ity of the surgical treatment is still solely based on
the clinicians’ unique knowledge and experience (Maier-
Hein et al. (2022)). Therefore, developing intelligent data-
driven medical-support systems has gained momentum
over recent years. These systems, known as context-aware
systems (CAS), aim at enhancing awareness inside the
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OR by promoting real-time communication between clin-
icians. Therefore, possible complications could be poten-
tially avoided. Moreover, CAS will provide medical teams
with well-informative knowledge extracted by analysing
and fusing available data streams of different perspectives
(Jalal et al. (2021a)).

Various data streams have been analysed to establish
CAS components, such as anaesthesiology data (Jalal
et al. (2021b,a)), sensor-based data (Meißner and Neu-
muth (2012)), and surgical videos (Twinanda et al. (2017);
Abdulbaki Alshirbaji et al. (2021); Jalal et al. (2021c)).
In fact, laparoscopic surgical videos represent the dom-
inant data source used in literature, since they repre-
sent an easily-acquired, dense dataset that captures the
surgical process. Therefore, analysing laparoscopic video
has become an increasingly active research area in the
medical computer vision community. Recognising surgical
activities (Twinanda et al. (2017); Jalal et al. (2019))
and detecting surgical tools (Abdulbaki Alshirbaji et al.
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sent an easily-acquired, dense dataset that captures the
surgical process. Therefore, analysing laparoscopic video
has become an increasingly active research area in the
medical computer vision community. Recognising surgical
activities (Twinanda et al. (2017); Jalal et al. (2019))
and detecting surgical tools (Abdulbaki Alshirbaji et al.

(2021); Alshirbaji et al. (2020); Jin et al. (2020)) using
laparoscopic videos have been investigated. Surgical tool
detection and localisation is essential for many applica-
tions, such as recognising surgical phases and developing
robotic-assisted surgical systems.

Current approaches often employ convolutional neural net-
works (CNN) to perform surgical tool detection and local-
isation. For instance, Twinanda et al. introduced a multi-
task CNN that jointly performed tool classification and
phase recognition (Twinanda et al. (2017)). To alleviate
the effect of imbalanced data problem, loss-sensitive and
resambling techniques were applied in subsequent studies
(Alshirbaji et al. (2018)). In recent approaches, modeling
temporal information across video sequences proved to
achieve great improvements over spatial models. Recurrent
neural networks, such as long short-term memory (LSTM)
(Abdulbaki Alshirbaji et al. (2021)), convolutional LSTM
(Nwoye et al. (2019)), and graph convolutional networks
(GCN) (Wang et al. (2019)) were utilised for temporal
modeling. The main drawback of these approaches, es-
pecially tool localisation methods, is the need for large
and fully labelled datasets, e.g., by tool bounding boxes.
Weakly-supervised learning of CNN (WILDCAT) for ob-
ject localisation that relies only on object binary labels
represents a potential solution for the afore-mentioned
obstacle. Durand et al. proposed a WILDCAT approach
by incorporating a multi-map localisation layer to the
base CNN and introducing a new spatial pooling strategy
(Durand et al. (2017)). Vardazaryan et al. (2018) and
Nwoye et al. (2019) transferred the previous method into
the localisation of surgical tools in laparoscopic videos.

In this work, a weakly-supervised CNN for surgical
tool classification and localisation in laparoscopic videos
was introduced. We built upon the successful weakly-
supervised CNN model for object localisation (Durand
et al., 2017) and the follow-up approaches (Vardazaryan
et al., 2018; Nwoye et al., 2019) for surgical tool locali-
sation, but introduced the following modifications: First,
based on our feasibility study on the advantages of at-
tention modules for surgical tool localisation (Jalal et al.,
2022), four squeeze-and-excitation (SE) (Hu et al., 2018)
modules were added to the CNN architecture; Second,
features from lower and top layers of the CNN base model
were combined and fused to generate better representation
of content of images. Third, loss-sensitive training was
implemented to prevent the bias of the CNN towards
highly-representative tools in the data.

2. MODEL ARCHITECTURE

The overall model architecture (see Fig. 1) is based on
a base CNN model, four squeeze-and-excitation attention
modules integrated to the CNN, a multi-stage features
combined in a batch normalisation layer, a multi-map con-
volutional layer generating localisation maps associated
with tool classes, and tool-wise spatial pooling layer.

2.1 Base CNN

The CNN model ResNet-50 (He et al., 2016) was utilised
in this study because of the high performance of this model
for surgical tool classification that exceeded other base

CNN models. The ResNet-50 is a residual network com-
posed of five convolutional blocks followed by a global aver-
age pooling layer (GAP) and a fully connected layer (FC).
The input image size of the ResNet-50 is 224×224×3.
The model architecture was modulated to preserve spatial
information. Hence, the spatial resolution of the input was
increased to 375×300 (instead of 224×224), the last fully-
connected and global average pooling layer were removed,
and the stride of the convolutional layers in the last two
blocks were set to 1×1, similar to Vardazaryan et al.
(2018).

2.2 Squeeze-and-Excitation Attention Modules

Squeeze-and-Excitation (SE) attention modules (Hu et al.,
2018) aim to enhance the feature representation of the
CNN by explicitly modelling the channel relationship. SE
attention modules were integrated into the convolutional
architecture to boost the model performance. Four SE
modules were added after the second, third, fourth, and
fifth convolutional blocks. The reduction ratio was set to
16 in all SE modules.

2.3 Multi-stage Feature Fusion

Conventional deep learning approaches use features learnt
by the last layers. However, recent studies have shown
improvements in the performance of CNN by combining
features at multiple stages (Alshirbaji et al., 2022). There-
fore, features of intermediate layers in the convolutional
model were combined. The output of the second, third
and fourth SE modules were concatenated and passed to
a batch normalization layer and then to the multi-map
convolutional layer (see Fig. 1).

2.4 Multi-map Convolutional Layer

A convolutional layer was added on top of the batch
normalisation layer to encode the information learnt at
the different stages into tool-related feature maps. The
convolutional layer has M×N filters (where N=7 is the
number of tool classes, and M=4 is tool-related feature
maps) and a kernel size of 3×3. The stride was set to 1×1
to preserve the spatial resolution. The output of this layer
is four feature maps for each tools, where these features
are learnt by the model with only binary tool labels.

2.5 Tool-wise and Spatial Pooling

Tool-wise pooling was applied to transfer the M feature
maps obtained for each tool into one localisation map.
Here, max pooling operation was applied across the M
maps. The output dimension of this tool-wise pooling is
W×H×N, where W and H are the spatial dimension of
the tool-related feature maps.

Spatial pooling operation was then implemented to trans-
fer the feature maps of the tools into confidences. Similar
to (Vardazaryan et al., 2018), the spatial pooling intro-
duced by (Durand et al., 2017) was applied as in 1. Giving

M the output of the class-wise pooling, M̃max the top
maximum Kmax elements of M, and M̃min the lowest



 N.A. Jalal  et al. / IFAC PapersOnLine 56-2 (2023) 5626–5631 5627

Copyright © 2023 The Authors. This is an open access article under the CC BY-NC-ND license  
(https://creativecommons.org/licenses/by-nc-nd/4.0/)

(2021); Alshirbaji et al. (2020); Jin et al. (2020)) using
laparoscopic videos have been investigated. Surgical tool
detection and localisation is essential for many applica-
tions, such as recognising surgical phases and developing
robotic-assisted surgical systems.

Current approaches often employ convolutional neural net-
works (CNN) to perform surgical tool detection and local-
isation. For instance, Twinanda et al. introduced a multi-
task CNN that jointly performed tool classification and
phase recognition (Twinanda et al. (2017)). To alleviate
the effect of imbalanced data problem, loss-sensitive and
resambling techniques were applied in subsequent studies
(Alshirbaji et al. (2018)). In recent approaches, modeling
temporal information across video sequences proved to
achieve great improvements over spatial models. Recurrent
neural networks, such as long short-term memory (LSTM)
(Abdulbaki Alshirbaji et al. (2021)), convolutional LSTM
(Nwoye et al. (2019)), and graph convolutional networks
(GCN) (Wang et al. (2019)) were utilised for temporal
modeling. The main drawback of these approaches, es-
pecially tool localisation methods, is the need for large
and fully labelled datasets, e.g., by tool bounding boxes.
Weakly-supervised learning of CNN (WILDCAT) for ob-
ject localisation that relies only on object binary labels
represents a potential solution for the afore-mentioned
obstacle. Durand et al. proposed a WILDCAT approach
by incorporating a multi-map localisation layer to the
base CNN and introducing a new spatial pooling strategy
(Durand et al. (2017)). Vardazaryan et al. (2018) and
Nwoye et al. (2019) transferred the previous method into
the localisation of surgical tools in laparoscopic videos.

In this work, a weakly-supervised CNN for surgical
tool classification and localisation in laparoscopic videos
was introduced. We built upon the successful weakly-
supervised CNN model for object localisation (Durand
et al., 2017) and the follow-up approaches (Vardazaryan
et al., 2018; Nwoye et al., 2019) for surgical tool locali-
sation, but introduced the following modifications: First,
based on our feasibility study on the advantages of at-
tention modules for surgical tool localisation (Jalal et al.,
2022), four squeeze-and-excitation (SE) (Hu et al., 2018)
modules were added to the CNN architecture; Second,
features from lower and top layers of the CNN base model
were combined and fused to generate better representation
of content of images. Third, loss-sensitive training was
implemented to prevent the bias of the CNN towards
highly-representative tools in the data.

2. MODEL ARCHITECTURE

The overall model architecture (see Fig. 1) is based on
a base CNN model, four squeeze-and-excitation attention
modules integrated to the CNN, a multi-stage features
combined in a batch normalisation layer, a multi-map con-
volutional layer generating localisation maps associated
with tool classes, and tool-wise spatial pooling layer.

2.1 Base CNN

The CNN model ResNet-50 (He et al., 2016) was utilised
in this study because of the high performance of this model
for surgical tool classification that exceeded other base

CNN models. The ResNet-50 is a residual network com-
posed of five convolutional blocks followed by a global aver-
age pooling layer (GAP) and a fully connected layer (FC).
The input image size of the ResNet-50 is 224×224×3.
The model architecture was modulated to preserve spatial
information. Hence, the spatial resolution of the input was
increased to 375×300 (instead of 224×224), the last fully-
connected and global average pooling layer were removed,
and the stride of the convolutional layers in the last two
blocks were set to 1×1, similar to Vardazaryan et al.
(2018).

2.2 Squeeze-and-Excitation Attention Modules

Squeeze-and-Excitation (SE) attention modules (Hu et al.,
2018) aim to enhance the feature representation of the
CNN by explicitly modelling the channel relationship. SE
attention modules were integrated into the convolutional
architecture to boost the model performance. Four SE
modules were added after the second, third, fourth, and
fifth convolutional blocks. The reduction ratio was set to
16 in all SE modules.

2.3 Multi-stage Feature Fusion

Conventional deep learning approaches use features learnt
by the last layers. However, recent studies have shown
improvements in the performance of CNN by combining
features at multiple stages (Alshirbaji et al., 2022). There-
fore, features of intermediate layers in the convolutional
model were combined. The output of the second, third
and fourth SE modules were concatenated and passed to
a batch normalization layer and then to the multi-map
convolutional layer (see Fig. 1).

2.4 Multi-map Convolutional Layer

A convolutional layer was added on top of the batch
normalisation layer to encode the information learnt at
the different stages into tool-related feature maps. The
convolutional layer has M×N filters (where N=7 is the
number of tool classes, and M=4 is tool-related feature
maps) and a kernel size of 3×3. The stride was set to 1×1
to preserve the spatial resolution. The output of this layer
is four feature maps for each tools, where these features
are learnt by the model with only binary tool labels.

2.5 Tool-wise and Spatial Pooling

Tool-wise pooling was applied to transfer the M feature
maps obtained for each tool into one localisation map.
Here, max pooling operation was applied across the M
maps. The output dimension of this tool-wise pooling is
W×H×N, where W and H are the spatial dimension of
the tool-related feature maps.

Spatial pooling operation was then implemented to trans-
fer the feature maps of the tools into confidences. Similar
to (Vardazaryan et al., 2018), the spatial pooling intro-
duced by (Durand et al., 2017) was applied as in 1. Giving

M the output of the class-wise pooling, M̃max the top
maximum Kmax elements of M, and M̃min the lowest
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Fig. 1. The proposed architecture for surgical tool classification and localisation. N = 7 is the number of tool classes in
the dataset

minimum Kmin of M, the spatial pooling equation can
be described as

S =
1

Kmax


i,j

M̃max + α


 1

Kmin


i,j

M̃min


 (1)

where Kmax and Kmin were chosen to be equal to 50.

3. EXPERIMENTAL SETUP

3.1 Data Description

The publicly available Cholec80 (Twinanda et al., 2017)
dataset was utilised for evaluating model performance.
Cholec80 consists of 80 cholecystectomy videos labelled
at 1 fps with surgical tools and phases. In accordance with
previous works, the data of the first 40 videos was used
for training, while the last 40 videos were utilised as a test
set. The first five videos of the test set were additionally
labelled with the bounding boxes of the surgical tools and
utilised for evaluating the localisation performance of the
proposed model. The labelled bounding boxes surrounded
only the characteristic tip of the surgical tools but not the
shaft.

3.2 Training Process

The layers of the ResNet-50 model were initialised with
ImageNet weights. The weights of the new added layers

were randomly initialised. The binary cross-entropy func-
tion was used to compute the loss of each tool class, as
in Eq. 2. The loss-sensitive technique was employed by
multiplying the loss of each tool by a weighting factor that
was calculated based on the distribution of each surgical
tool in the training set.

loss =
−1

B

B
n=1

[ln log (Cn) + (1− ln) log (1− Cn)] (2)

where loss is the computed loss of a specific tool, B is the
batch size, ln is the tool binary label, and Cn is the tool
confidence obtained from the spatial pooling operation.
Adam optimiser was used with an initial learning rate
of 0.01 for the new layers and 10−4 for the transferred
layers. A batch size of 50 images was chosen, and the
training images were shuffled every epoch. The models
were run with Keras framework, on an NVIDIA RTX
A6000 graphics processing unit (GPU).

3.3 Evaluation Criteria

The average precision (AP) metric was utilised to evaluate
the performance of the model for tool presence detection.
The AP represents the area under the precision-recall
curve. For surgical tool localisation, F1-score was utilised
for evaluation and computed as in (3). The predicted
bounding box was considered as true positive (TP) de-
tection if the presence tool confidence was greater than a

specific threshold (TC = 0.5), and the intersection over
union (IoU) between the predicted bounding box and
ground-truth box was greater than a specific threshold
(TIoU = 0.5). False positive predictions represented the
predicted bounding boxes with confidence score and IoU
lower than the TC and TIoU, respectively. Bounding boxes
with confidences lower than TC, and bounding boxes with
confidences greater than TC but IoU lower than TIoU were
considered as false negative detections.

F1 = 2
Precision ∗Recall

Precision+Recall

Precision =
TP

TP + FP

Recall =
TP

TP + FN

(3)

where TP represents the true positive detections, FP is
the false positive detections, and FN is the false negative
detections.

4. RESULTS

To highlight the advantage of incorporating the atten-
tion blocks and the multi-stage feature fusion, two ap-
proaches were evaluated. The first approach was the Res-
Net-50 with the multi-map convolutional layer (termed
CNN MMC), while the second approach was the complete
proposed pipeline (termed CNN SE MF). Table 1 shows
the average precision for tool classification task achieved
for each tool and the mean average precision (mAP) over
the seven tools. F1-score for tool localisation at TIoU are
presented in table 2. For qualitative evaluation of the two
models’ performances, feature class activation maps for the
7 tools are visualised in Fig. 2.

Table 1. Surgical tool presence average preci-
sion (AP (%)) on the Cholec80 dataset

Tool CNN MMC CNN SE MF

Grasper 81.9 90.6
Bipolar 94.8 95.3
Hook 98.8 99.4

Scissors 82.3 86.1
Clipper 94.9 96.6
Irrigator 88.8 92.8

Specimen Bag 92.9 96.5
mean AP 90.6 94.1

Table 2. Surgical tool localisation F1-Score (%)
on the Cholec80-Boxes dataset

Tool CNN MMC CNN SE MF

Grasper 56.4 72.5
Bipolar 66.7 74.9
Hook 42.3 60.4

Scissors 37.6 51.8
Clipper 79.8 83.1
Irrigator 62.7 71.5

Specimen Bag 68.6 75.6
mean F1 59.2 70.1

5. DISCUSSION

This study presents a weakly-supervised deep learning
approach for surgical tool classification and localisation.
The proposed approach is composed of a base CNN

Table 3. A Comparison of mAP results with
the state-of-the-art methods

Approach mAP

Twinanda et al. (2017) 81.02
Jin et al. (2020) 89.1

Nwoye et al. (2019). 92.9
Abdulbaki Alshirbaji et al. (2021) 94.57

CNN MMC 90.6
CNN SE MF 94.1

model (ResNet-50), multi-stage feature fusion, four SE
attention modules, and a multi-map convolutional layer.
The proposed approach was evaluated on the Cholec80
dataset.

Quantitative and qualitative results obtained in this paper
show the improvements gained by combining the multi-
stage feature fusion and the SE attention modules with
the multi-map convolutional layer for tool classification
and localisation in laparoscopic images (see tables 1, 2
and Fig. 2). The CNN SE MF approach yielded mAP of
94.1% for surgical tool classification. This value enhanced
on the CNN MMC model mAP value of 90.6%. Similarly,
the incorporation of the multi-stage feature fusion and the
SE attention modules allowed the CNN SE MF approach
to exceed the CNN MMC model by more than 10% F1-
Score for surgical tool localisation.

The achieved tool classification performance exceeded the
leading methods except ResNet-LC-LV (Abdulbaki Alshir-
baji et al., 2021) (see table 3). However, temporal infor-
mation across the video sequence was modelled using an
LSTM network in the ResNet-LC-LV method, while only
spatial information was considered in the CNN SE MF
approach. Therefore, further improvement can be poten-
tially added to the CNN SE MF approach by modelling
temporal dependencies.

The obtained localisation performance of the CNN SE MF
approach showed a good performance with mean F1-
Score of 70.1% considering that only binary tool labels
were used for training the model. Fig. 2 highlights the
improvement acquired after adding the attention modules
and the multi-feature fusion to the CNN MMC model.
As can be seen from Fig. 2, feature maps for all tools
were refined, and the model was better able to focus on
tool-related information in the image. This, in turn, led
to better localisation performance, where the IoU was
enhanced by a large margin over the CNN MMC model. It
is worth mentioning that the CNN SE MF approach was
able to detect multiple instances of same tool, even though
all instances shared the same localisation map. This was
done through a post-processing step.

The attention, multi-feature fusion model described in this
study performed well on the Cholec80 dataset for tool
classification and localisation. Nevertheless, this study had
some limitations. The results was obtained for a single
data split for training and testing. Therefore, Monte-
Carlo cross validation should be considered to generate
more statistically relevant results. Temporal dependencies
between laparoscopic video frames was not considered. It
is possible that future work could adapt the current models
to learn temporal information and improve the results.
Finally, only one dataset of one surgical procedure type
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specific threshold (TC = 0.5), and the intersection over
union (IoU) between the predicted bounding box and
ground-truth box was greater than a specific threshold
(TIoU = 0.5). False positive predictions represented the
predicted bounding boxes with confidence score and IoU
lower than the TC and TIoU, respectively. Bounding boxes
with confidences lower than TC, and bounding boxes with
confidences greater than TC but IoU lower than TIoU were
considered as false negative detections.

F1 = 2
Precision ∗Recall

Precision+Recall

Precision =
TP

TP + FP

Recall =
TP

TP + FN

(3)

where TP represents the true positive detections, FP is
the false positive detections, and FN is the false negative
detections.

4. RESULTS

To highlight the advantage of incorporating the atten-
tion blocks and the multi-stage feature fusion, two ap-
proaches were evaluated. The first approach was the Res-
Net-50 with the multi-map convolutional layer (termed
CNN MMC), while the second approach was the complete
proposed pipeline (termed CNN SE MF). Table 1 shows
the average precision for tool classification task achieved
for each tool and the mean average precision (mAP) over
the seven tools. F1-score for tool localisation at TIoU are
presented in table 2. For qualitative evaluation of the two
models’ performances, feature class activation maps for the
7 tools are visualised in Fig. 2.

Table 1. Surgical tool presence average preci-
sion (AP (%)) on the Cholec80 dataset

Tool CNN MMC CNN SE MF

Grasper 81.9 90.6
Bipolar 94.8 95.3
Hook 98.8 99.4

Scissors 82.3 86.1
Clipper 94.9 96.6
Irrigator 88.8 92.8

Specimen Bag 92.9 96.5
mean AP 90.6 94.1

Table 2. Surgical tool localisation F1-Score (%)
on the Cholec80-Boxes dataset

Tool CNN MMC CNN SE MF

Grasper 56.4 72.5
Bipolar 66.7 74.9
Hook 42.3 60.4

Scissors 37.6 51.8
Clipper 79.8 83.1
Irrigator 62.7 71.5

Specimen Bag 68.6 75.6
mean F1 59.2 70.1

5. DISCUSSION

This study presents a weakly-supervised deep learning
approach for surgical tool classification and localisation.
The proposed approach is composed of a base CNN

Table 3. A Comparison of mAP results with
the state-of-the-art methods

Approach mAP

Twinanda et al. (2017) 81.02
Jin et al. (2020) 89.1

Nwoye et al. (2019). 92.9
Abdulbaki Alshirbaji et al. (2021) 94.57

CNN MMC 90.6
CNN SE MF 94.1

model (ResNet-50), multi-stage feature fusion, four SE
attention modules, and a multi-map convolutional layer.
The proposed approach was evaluated on the Cholec80
dataset.

Quantitative and qualitative results obtained in this paper
show the improvements gained by combining the multi-
stage feature fusion and the SE attention modules with
the multi-map convolutional layer for tool classification
and localisation in laparoscopic images (see tables 1, 2
and Fig. 2). The CNN SE MF approach yielded mAP of
94.1% for surgical tool classification. This value enhanced
on the CNN MMC model mAP value of 90.6%. Similarly,
the incorporation of the multi-stage feature fusion and the
SE attention modules allowed the CNN SE MF approach
to exceed the CNN MMC model by more than 10% F1-
Score for surgical tool localisation.

The achieved tool classification performance exceeded the
leading methods except ResNet-LC-LV (Abdulbaki Alshir-
baji et al., 2021) (see table 3). However, temporal infor-
mation across the video sequence was modelled using an
LSTM network in the ResNet-LC-LV method, while only
spatial information was considered in the CNN SE MF
approach. Therefore, further improvement can be poten-
tially added to the CNN SE MF approach by modelling
temporal dependencies.

The obtained localisation performance of the CNN SE MF
approach showed a good performance with mean F1-
Score of 70.1% considering that only binary tool labels
were used for training the model. Fig. 2 highlights the
improvement acquired after adding the attention modules
and the multi-feature fusion to the CNN MMC model.
As can be seen from Fig. 2, feature maps for all tools
were refined, and the model was better able to focus on
tool-related information in the image. This, in turn, led
to better localisation performance, where the IoU was
enhanced by a large margin over the CNN MMC model. It
is worth mentioning that the CNN SE MF approach was
able to detect multiple instances of same tool, even though
all instances shared the same localisation map. This was
done through a post-processing step.

The attention, multi-feature fusion model described in this
study performed well on the Cholec80 dataset for tool
classification and localisation. Nevertheless, this study had
some limitations. The results was obtained for a single
data split for training and testing. Therefore, Monte-
Carlo cross validation should be considered to generate
more statistically relevant results. Temporal dependencies
between laparoscopic video frames was not considered. It
is possible that future work could adapt the current models
to learn temporal information and improve the results.
Finally, only one dataset of one surgical procedure type
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Fig. 2. Visualisation of feature localisation maps of the CNN MMC and the CNN SE MF approach. Green and blue
boxes represent the ground-truth and the predicted bounding boxes, respectively. IoU scores are presented on the
top-left corner of images.

was utilised for evaluation. To evaluate the robustness
and generalisation capability of the proposed approach,
an extensive evaluation on other datasets is still required.

6. CONCLUSION

This study proposed a weakly-supervised deep learning
approach dedicated to perform surgical tool classification
and localisation by using only tool binary labels. The pro-
posed approach relies on attention modules, multi-feature
fusion, and multi-map localisation layer. Experimental re-
sults showed that this preliminary implementation of the
method performed well among the stat-of-the-art methods
for tool classification. Moreover, obtained tool localisa-
tion results showed that this approach is very promising

for developing weakly-supervised surgical tool localisation
systems.
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Effects of Intra-Abdominal Pressure on Lung Mechanics
during Laparoscopic Gynaecology. In 2021 43rd Annual
International Conference of the IEEE Engineering in
Medicine & Biology Society (EMBC), 2091–2094. IEEE.

Jalal, N.A., Alshirbaji, T.A., Docherty, P.D., Neumuth,
T., Laufer, B., and Moeller, K. (2021b). Changes of
Physiological parameters of the patient during laparo-
scopic gynaecology. Current Directions in Biomedical
Engineering, 7(2), 500–503.

Jalal, N.A., Alshirbaji, T.A., Docherty, P.D., Neumuth,
T., and Moeller, K. (2021c). A Deep Learning Frame-
work for Recognising Surgical Phases in Laparoscopic
Videos. IFAC-PapersOnLine, 54(15), 334–339. doi:
10.1016/j.ifacol.2021.10.278.

Jalal, N.A., Alshirbaji, T.A., and Möller, K. (2019). Pre-
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