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Abstract: Convolutional neural networks (CNNs) are successful in many different applications, however, 
such model decisions can be easily changed by slight modification on the inputs. The robustness needs to 
be guaranteed for the safety critical fields like medicine, therefore, it is necessary to understand the decision 
making procedure of CNN models. As the CNN model automatically extracts the image features and makes 
the corresponding predictions, observing the learned features space can approximately represent the 
decision boundary. In this paper, the use of linear interpolation to monitor the learned feature space is 
applied to analyze the separability property of a CNN model at different classes. By forcing the CNN to 
learn to separate the extracted features at different layer depths by adding the conformity loss, the 
classification distribution was more separable and stable to enhance the robustness of the model. The 
performance of linear interpolation showed the model had better classification abilities, where there are 
fewer perturbed classes appearing. 

Keywords: adversarial attack, convolutional neural network, learned feature space, robustness 

 

1. INTRODUCTION 

Recently, convolutional neural networks (CNNs) have shown 
tremendous achievements in image classification applications 
as they can automatically extract features from the input image 
that are helpful to assign a proper class. But for an unknown 
reason, a slight human-imperceptible perturbation on benign 
samples can drastically change a well-trained CNN’s 

prediction. This security weakness can be dangerous in 
security critical applications, especially in the medical area or 
other highly regulated domains (Ruan et al., 2018) (Ren et al., 
2020). For instance, surgical tool recognition is one of the 
applications of CNN in the medical domain. Online surgical 
tool recognition is applied to provide support in developing 
context aware systems in modern operating rooms (Alshirbaji 
et al., 2020). When the CNN model makes wrong predictions, 
it can be harmful. For the purpose of safety, the robustness of 
such CNN models trained on surgical tool classification need 
to be carefully evaluated before being deployed. 

Therefore, we need to understand why and how the CNNs are 
vulnerable, for the further step to improve the robustness and 
safeness. In this paper, the training procedure of a CNN model 
trained for classifying surgical tools is observed, to improve 
the learned feature space separation in order to enhance the 
decision robustness. Linear interpolation can be considered as 
an adversarial attack technique that intends to lead the model 
to inaccurate predictions by combining two features from 
different images. When the learned solutions are not robust 
enough, the CNN is not able to distinguish the mixed features 
from different images, and assigns the generated image to a 
class other than both image classes. To measure model 
robustness on different training states, the performance by 
linear interpolating randomly two legitimate images is 
evaluated. These adversarial samples facilitate the evaluation 

of the model performance. Furthermore, assessing the model 
robustness and its relation with training level. 

1.1 Adversarial attack 

There are many adversarial attack approaches to fool a CNN 
prediction. For instance, the adversarial perturbations can be 
generated in the backpropagation, by iteratively varying the 
input image, such as the fast gradient sign method (FGSM) 
(Goodfellow et al., 2014), the iterative fast gradient sign 
method (I-FGSM) (Kurakin et al., 2016), the momentum 
iterative fast gradient sign method (MI-FGSM) (Dong et al., 
2018). Other perturbation method include the use of the 
forward derivative to construct adversarial saliency maps to 
produce desired perturbations (Papernot et al., 2016), the 
consideration of a deep neural network as a linear model to 
search for the minimum perturbation using the “deepfool” 

algorithm (Moosavi-Dezfooli et al., 2016), or by producing 
adversarial samples directly using existing network 
architecture e.g., generative adversarial networks (GANs) 
(Xiao et al., 2018). 

 

 

Fig. 1. AlexNet architecture and traditional cross-entropy loss 
with additional backpropagation optimization of conformity 
loss from layer “relu5” and the fully connected layer. 
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To mitigate the influence of adversarial perturbations, many 
defence methods to counter adversarial attacks are proposed. 
Adversarial training is an effective scheme by training the 
network both with clean and generated adversarial images, 
such as basic adversarial training (Goodfellow et al., 2014), 
max-margin adversarial training (MMA) (Ding et al., 2018); 
instance adaptive adversarial training (IAAT) (Balaji et al., 
2019). In this paper, the focus is on the learned feature 
separation method proposed by (Mustafa et al., 2019). The 
method adds another loss function, in addition to the 
traditional cross-entropy loss, to separate the feature 
representations at multiple layer depths (Figure 1). However, 
in practice, the proposed prototype conformity loss was found 
not to converge during the training process. As a result, the use 
of another loss function to force the model to learn to separate 
the learned feature space was implemented. Additionally, the 
parameters are updated in the backward propagation form the 
specific layer where the conformity loss was calculated, 
instead of going through the whole model structure, to make 
sure the deeper layers would not be influenced by the feature 
separation ability of shallower layers. 

2. METHODS 

2.1 Material 

A fine-tuned AlexNet (Krizhevsky et al., 2017) trained on 
laparoscopic video images for surgical tool classification was 
used. The original dataset of Cholec80 (Twinanda et al., 2016), 
which is a big dataset containing 80 laparoscopic videos was 
used, where there are 7 kinds of surgical tools used in the 
cholecystectomy procedure. To fulfil the task of using Softmax 
classification to classify these 7 surgical tools, one-class 
images are extracted from the Cholec80 to build a derived 
database. The derived dataset has 80,190 images in total, from 
which 25,000 were used for training and the remaining 55,190 
used for testing.  

To monitor the training process and the model performance in 
relation to the training states, the model was recorded when its 
training accuracy reached to 75%, 85%, 95%, and 99%, and 
snapshot models were named accordingly: model 75, model 
85, model 95, model 99 (Ding and Möller, 2021) (Ding and 
Möller, 2022a). The performance of the CNN trained with the 
combination of traditional cross-entropy loss and conformity 
loss was also compared (Figure 1),the later trained model will 
be named as new model 75, new model 85, new model 95, and 
new model 99. 

The performance was evaluated by the accuracy and f1-score, 
the latter is the harmonic mean of precision and recall. 

2.2 Conformity loss  

To restrict the overlapping between different classes to 
improve the separation ability of the model, an additional loss 
function was introduced to constrain the distance of the 
extracted feature to its true class region centre and increase the 
distance of extracted feature from other class region centres, in 
order to separate the different class regions. The conformity 
loss used is described in (1). 

𝐿𝐿𝑐𝑐(𝑥𝑥, 𝑦𝑦) = ∑ 2∗‖𝑓𝑓𝑖𝑖 −𝑤𝑤𝑖𝑖‖1
1

𝑘𝑘−1
∑ (‖𝑓𝑓𝑖𝑖 −𝑤𝑤𝑗𝑗‖

1
+‖𝑤𝑤𝑖𝑖 −𝑤𝑤𝑗𝑗‖

1
)𝑗𝑗≠𝑖𝑖

𝑖𝑖     (1) 

For a given class i, fi is the feature extracted from a specific 

layer, wi is the current class centroid, and wj the other class 

centroids. By converging the conformity loss in the training 

process, the numerator will be reduced and the denominator 

will be enlarged. 

2.3 Adversarial evaluation 

A small test set was created to evaluate the model robustness 
to adversarial perturbations. Two images were randomly 
chosen, and the adversarial images were generated using linear 
interpolation, as described in (2), with a fraction of T ϵ [0,1]. 

𝑥𝑥∗  = (1 − 𝑇𝑇)𝑥𝑥1  +  𝑇𝑇𝑥𝑥2 , 𝑇𝑇 ∈ [0,1]    (2) 

Where x* is the generated image, x1 and x2 are the two random 
inputs. T was assigned with 100 values gradually increased 
from 0 to 1 with a step size of 0.01. 

From previous experiments (Ding and Möller, 2022b), it was 
noticed that when a model is not robust, there would be some 
perturbed classification during interpolation, which represents 
a disturbed decision boundary (Figure 2). These pop-up 
interference classes were integrated as another evaluation 
metric, to present the classification stability, i.e. the robustness 
of a trained model. 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖 =  ∫ 𝑃𝑃𝑖𝑖(𝑛𝑛𝑡𝑡)𝑑𝑑𝑛𝑛𝑡𝑡
100

0  (3) 

Pi(nt) is the probability of class i of the nth generated image x* 
at T=t. Areai indicates the class i probability integration during 
the whole interpolation process (Ding and Möller, 2022b). 

 

Fig. 2. Linear interpolation of two images. The classification 
probability trend shows a distorted decision boundary. The 
area under these pop-up interference classes(the peaks showed 
up in the middle of t) will be computed as a robustness index 
for classification stability. 

2.4 Training algorithm 

The training algorithm was summarized as below, the 
conformity loss was included for training after few iterations, 
before that, only the class centroids were updated. 

Algorithm 1:  Model training with conformity loss 
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Input: pre-trained model f, model parameters ɵ, model parameters 

ɵ1 till layer l1, model parameters ɵ2 till layer l2, training set{x,y}, 
maximize epoch T, stopping criterion with different training states.       
Output: fine-tuned model Fɵ . 
For epoch < T: 
       If iteration < 15, 
             Update ɵ with LCE; 
             Update the feature centres of each class i; 
       Else iteration >= 15, 
             Compute the conformity loss at layer l1 and l2;        
             Compute the gradients from Lc1 and Lc2 separately;    
update parameters ɵ1 and ɵ2; 
             Update ɵ with LCE; 
             Update the feature centres of each class i; 

Return: trained model Fɵ meet training stop criterion. 

 

3. RESULTS & DISCUSSION 

In the experiments, the conformity loss at layer “relu5” and 

fully connected (fc) layer was calculated. The model 
parameters were updated from converging both the conformity 
loss and the cross-entropy loss. However, as the conformity 
loss only depends on the feature extraction ability from 
previous layers, only the model parameters from 
corresponding layer and shallower layers are updated. For 
instance, the conformity loss calculated from “relu5” layer can 

only influence the parameters updating before “relu5”.  

With the new training procedure, the new model are recorded 
at the same training states, to compare the performance with 
traditional trained models. The accuracy evaluation showed 
that the new models have a slightly worse performance, with a 
decrease in accuracy of approximately 2~3%, except for model 
75 where an increment of 1.2% was seen.  Similarly, except 
for model 75, the other models had a 4~6% decrement in the 
F1-score. 

Table 1.  Performance evaluations and comparisons. 

Model Acc. F1-score Model Acc. F1-score 

75 81.1% 36.29% New 75 82.3% 44.28% 

85 90.3% 68.16% New 85 87.0% 61.86% 

95 94.0% 81.87% New 95 92.2% 77.68% 

99 95.2% 86.89% New 99 93.3% 81.45% 

 

However, by observing the feature space separation, it was 
noticed that the classification distribution showed visible 
improvements compared to the traditional training criterion. 
Figure 3 shows the extracted feature distribution of the test set 
by different layers and different models. The “relu5” feature 

distribution has slightly improved in the new model 99. 
Meanwhile, the fc layer has clearly improved classification 
distribution, as most of the samples are gathered to a smaller 
classification region. 

 

Fig. 3. Feature activation distribution from “relu5” layer (1st 
column) and fully connected (FC) layer (2nd column). The 1st 
row shows the extracted feature distribution from the original 
model 99, the 2nd row shows the extracted feature distribution 
from the new model 99 trained with conformity loss. 

For the adversarial robustness evaluation, 3 images of each 
class were selected to perform the linear interpolation test. The 
area under curve was computed for the interference classes 
shown up during the interpolation. Figure 4 shows the 
comparison of the original models and the new trained models 
with additional conformity loss. Less interference classes were 
seen, this indicates the separation ability improved on 
distinguishing features extracted from different images. 

 

Fig. 4. Area of interfere classes were generally diminished in 
the new trained model with conformity loss at different 
training states. 

It was noticed that, even though a better classification 
distribution was achieved, the new trained model gained lower 
accuracy on the test set. New model 75 had better performance 
than the original model 75, but with longer training iterations. 
This indicates the performance was improved by presenting 
more training samples. 

On the other hand, the optimization with conformity loss has 
shown its effect on the separation ability of different classes. 
With less interference classes showing up in the linear 
interpolation, the model has gained more ability to distinguish 
the different features. The feature distribution was improved 
with less overlapping. Nevertheless, the test set is too small, 

 
 

     

 

To mitigate the influence of adversarial perturbations, many 
defence methods to counter adversarial attacks are proposed. 
Adversarial training is an effective scheme by training the 
network both with clean and generated adversarial images, 
such as basic adversarial training (Goodfellow et al., 2014), 
max-margin adversarial training (MMA) (Ding et al., 2018); 
instance adaptive adversarial training (IAAT) (Balaji et al., 
2019). In this paper, the focus is on the learned feature 
separation method proposed by (Mustafa et al., 2019). The 
method adds another loss function, in addition to the 
traditional cross-entropy loss, to separate the feature 
representations at multiple layer depths (Figure 1). However, 
in practice, the proposed prototype conformity loss was found 
not to converge during the training process. As a result, the use 
of another loss function to force the model to learn to separate 
the learned feature space was implemented. Additionally, the 
parameters are updated in the backward propagation form the 
specific layer where the conformity loss was calculated, 
instead of going through the whole model structure, to make 
sure the deeper layers would not be influenced by the feature 
separation ability of shallower layers. 

2. METHODS 

2.1 Material 

A fine-tuned AlexNet (Krizhevsky et al., 2017) trained on 
laparoscopic video images for surgical tool classification was 
used. The original dataset of Cholec80 (Twinanda et al., 2016), 
which is a big dataset containing 80 laparoscopic videos was 
used, where there are 7 kinds of surgical tools used in the 
cholecystectomy procedure. To fulfil the task of using Softmax 
classification to classify these 7 surgical tools, one-class 
images are extracted from the Cholec80 to build a derived 
database. The derived dataset has 80,190 images in total, from 
which 25,000 were used for training and the remaining 55,190 
used for testing.  

To monitor the training process and the model performance in 
relation to the training states, the model was recorded when its 
training accuracy reached to 75%, 85%, 95%, and 99%, and 
snapshot models were named accordingly: model 75, model 
85, model 95, model 99 (Ding and Möller, 2021) (Ding and 
Möller, 2022a). The performance of the CNN trained with the 
combination of traditional cross-entropy loss and conformity 
loss was also compared (Figure 1),the later trained model will 
be named as new model 75, new model 85, new model 95, and 
new model 99. 

The performance was evaluated by the accuracy and f1-score, 
the latter is the harmonic mean of precision and recall. 

2.2 Conformity loss  

To restrict the overlapping between different classes to 
improve the separation ability of the model, an additional loss 
function was introduced to constrain the distance of the 
extracted feature to its true class region centre and increase the 
distance of extracted feature from other class region centres, in 
order to separate the different class regions. The conformity 
loss used is described in (1). 

𝐿𝐿𝑐𝑐(𝑥𝑥, 𝑦𝑦) = ∑ 2∗‖𝑓𝑓𝑖𝑖 −𝑤𝑤𝑖𝑖‖1
1

𝑘𝑘−1
∑ (‖𝑓𝑓𝑖𝑖 −𝑤𝑤𝑗𝑗‖

1
+‖𝑤𝑤𝑖𝑖 −𝑤𝑤𝑗𝑗‖

1
)𝑗𝑗≠𝑖𝑖

𝑖𝑖     (1) 

For a given class i, fi is the feature extracted from a specific 

layer, wi is the current class centroid, and wj the other class 

centroids. By converging the conformity loss in the training 

process, the numerator will be reduced and the denominator 

will be enlarged. 

2.3 Adversarial evaluation 

A small test set was created to evaluate the model robustness 
to adversarial perturbations. Two images were randomly 
chosen, and the adversarial images were generated using linear 
interpolation, as described in (2), with a fraction of T ϵ [0,1]. 

𝑥𝑥∗  = (1 − 𝑇𝑇)𝑥𝑥1  +  𝑇𝑇𝑥𝑥2 , 𝑇𝑇 ∈ [0,1]    (2) 

Where x* is the generated image, x1 and x2 are the two random 
inputs. T was assigned with 100 values gradually increased 
from 0 to 1 with a step size of 0.01. 

From previous experiments (Ding and Möller, 2022b), it was 
noticed that when a model is not robust, there would be some 
perturbed classification during interpolation, which represents 
a disturbed decision boundary (Figure 2). These pop-up 
interference classes were integrated as another evaluation 
metric, to present the classification stability, i.e. the robustness 
of a trained model. 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖 =  ∫ 𝑃𝑃𝑖𝑖(𝑛𝑛𝑡𝑡)𝑑𝑑𝑛𝑛𝑡𝑡
100

0  (3) 

Pi(nt) is the probability of class i of the nth generated image x* 
at T=t. Areai indicates the class i probability integration during 
the whole interpolation process (Ding and Möller, 2022b). 

 

Fig. 2. Linear interpolation of two images. The classification 
probability trend shows a distorted decision boundary. The 
area under these pop-up interference classes(the peaks showed 
up in the middle of t) will be computed as a robustness index 
for classification stability. 

2.4 Training algorithm 

The training algorithm was summarized as below, the 
conformity loss was included for training after few iterations, 
before that, only the class centroids were updated. 

Algorithm 1:  Model training with conformity loss 
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potentially leading to the contingency of statistic evaluation. 
In the further experiments, more samples as evaluation objects 
will be considered. 

4. CONCLUSIONS 

In this research, the CNN models classification accuracy and 
classification robustness with two training criterions were 
compared. The model trained with traditional cross-entropy 
loss had a slightly better classification accuracy, but lacked 
classification stability and separable ability compared to the 
model trained with a combination of cross-entropy and 
conformity loss. In future work, the focus will be on the trade-
off problem of accuracy and robustness. 
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